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#### Abstract

Trash racks installed at hydropower plants cause head losses that reduce energy output. Previous research has thoroughly investigated head losses through both experimental and field studies. However, only a limited number of numerical studies have been performed, which have shown significant simplifications in terms of model complexity. In this study, the head loss coefficients $\xi$ of circular bar trash racks (CBTRs) were analyzed using 3D Large Eddy Simulation (LES). Specifically, a single submerged bar oriented perpendicular to the flow direction was studied under homogeneous inflow conditions while (i) the blocking ratio $P$ was varied between 0.043 and 0.444 , and (ii) the flow velocity $U$ was varied between 0.3 and $1.0 \mathrm{~m} / \mathrm{s}$. The model parameters were selected primarily based on the extensive literature on flow past circular cylinders, particularly at a Reynolds bar number $R e_{b}$ of 3900 . To ensure the validity of the parameters, systematic independence tests were performed, including simulations with three and five bars in the computational domain. The results confirmed the suitability of 3D LES as an appropriate tool to determine $\xi$ of CBTRs. In general, $\xi$ decreased continuously with decreasing $P$ and increased with increasing $U$ when $R e_{b} \geq 3981$, which is consistent with comparable flow parameters observed in previous studies of flow past circular cylinders. Notably, the study found that the empirical formulas used for comparison tended to underestimate $\xi$ when $P$ was relatively low. Finally, the potential of the presented approach for future applications was discussed in detail.
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## 1. Introduction

As essential components of hydropower plants (HPPs), trash racks located upstream of turbine intakes primarily serve to protect turbines and other electromechanical equipment from solids transported by the river, particularly floating debris, driftwood, ice drift, and bedload transport [1-3]. These materials can accumulate on trash racks and cause partial or complete blockage or clogging of the intakes, with potential adverse effects including increased static and dynamic loads [3,4], increased upstream flooding potential [5,6], and reduced energy production $[7,8]$. Generally, such conventional trash racks consist of an array of horizontally or vertically arranged bars held together by support structures. Rack cleaning machines are commonly used to remove accumulated debris. Values for the clear bar spacing $b$ of conventional trash racks typically range from about 20 to 300 mm [2]. By reducing $b$, trash racks can also serve to protect fish during their downstream migration, as the majority of fish cannot physically pass the rack due to their body proportions [9,10]. Consequently, they cannot enter the turbines, which is associated with a high risk of injury or mortality due to direct contact with blades or other turbine structures, sudden pressure changes, or increased shear or turbulence [11,12]. Typical $b$ values of physical barriers for fish protection range from 10 to $30 \mathrm{~mm}[10,13]$, with the recommendation that $b$ should be determined based on the size of the target fish species in the particular river
section [14,15]. Another type of barrier that can be used for fish protection is the behavioral barrier, which uses external stimuli such as electricity, light, sound, or the creation of turbulent currents to elicit an avoidance or escape response in fish [16-18]. More recently, hybrid barriers have been increasingly studied, which combine conventional racks or racks for fish protection with an electric field to add an additional behavioral effect to an existing or newly constructed rack [19-23]. Hybrid barriers offer a distinct advantage over racks which provide only a physical barrier effect, allowing the use of larger $b$ values, while still effectively protecting fish [19,20].

When a trash rack is installed upstream of an HPP, some of the kinetic energy of the water is converted into heat as it flows through the rack, which can be considered a loss to the mechanical system and is therefore referred to as an energy or hydraulic loss [2]. These losses are mainly influenced by the geometry of the rack and its arrangement relative to the flow direction, as well as the flow conditions [2]. In practical applications, such as the design phase of a trash rack at an HPP, hydraulic losses are typically calculated using empirical formulas derived from experimental models or empirical data sets. Kirschmer [24] was one of the first to conduct experiments with metal and wooden racks with vertical bars in a flume, varying key parameters such as $b$, the bar thickness $s$, and the rack angle relative to the ground plane $\beta$. In addition, different bar cross-sectional shapes were investigated, including circular bar trash racks (CBTRs). To determine the head loss coefficient $\xi$ of the studied racks, Kirschmer [24] proposed the formula

$$
\begin{equation*}
\xi=k_{F}\left(\frac{S}{b}\right)^{\frac{4}{3}} \sin \beta, \tag{1}
\end{equation*}
$$

where $k_{F}$ is the bar shape coefficient. Since then, many researchers have conducted experiments to assess the hydraulic losses of trash racks by analyzing the effect of unit discharge $q$, flow velocity $U$, rack angle relative to the side wall $\alpha$, bar orientation (horizontal or vertical), and other parameters beyond those studied by Kirschmer [24] that affect $\xi[2,12,15,25-35]$. For example, Meusburger [2] extended Kirschmer's [24] formula by including the area of spacers and support structures along with the area of the bars through the blocking ratio $P$. Furthermore, the influence of sectional clogging of the rack, expressed by the loss factor $k_{V}$, and the horizontal inflow angle to the rack $\delta$, defined as $\delta=90^{\circ}-\alpha$ for undisturbed homogeneous flow conditions upstream of the rack, were also considered. The formula proposed by Meusburger [2] can be expressed as

$$
\begin{equation*}
\xi=k_{F}\left(\frac{P}{1-P}\right)^{\frac{3}{2}}\left(1-\frac{\delta}{90^{\circ}}\right) P^{-1.4 \tan \delta} k_{V} \sin \beta \tag{2}
\end{equation*}
$$

Although the experiments were limited to rectangular bars, other bar shapes such as CBTRs can be considered using the $k_{F}$ values given by Kirschmer [24] in Equation (2) [2]. Böttcher et al. [29] conducted experiments in a flume using horizontally oriented CBTRs and flexible steel cables. Based on the results, an adapted version of Equation (2) was proposed for both rack options, which for CBTRs is given by

$$
\begin{equation*}
\xi=1.80\left(\frac{P}{1-P}\right)^{1.3}(\sin \alpha)^{1.7} \tag{3}
\end{equation*}
$$

Further empirical formulas for determining $\xi$ of CBTRs have been proposed by Josiah et al. [27], Zayed et al. [28,36], Spangler [37], Berezinski [38], and the United States Army Corps of Engineers (USACE) [39]. In addition, other researchers, including Tsikata et al. [12], Fellenius and Lindquist [40], Escande [41], Orsborn [42], Zimmermann [43], the Bureau of Reclamation [44], and Clark et al. [45], have suggested formulas for conventional racks with non-circular bar shapes based on physical model experiments, field studies, and empirical data sets. Likewise, formulas for fish protection racks have been proposed by Albayrak et al. [15,46], Raynal et al. [25,26], Beck et al. [30], and Meister et al. [32], among others.

Advances in computational power and the growth of high-performance computing (HPC) clusters have made numerical simulations an important tool for studying hydraulic problems over the last decades. However, studies investigating $\xi$ of trash racks have been limited to a small number of cases [12,31,34], using significant simplifications in terms of model complexity. For example, Raynal et al. [47] performed 2D numerical simulations of angled bar racks by solving the Reynolds-averaged Navier-Stokes (RANS) equations and compared the results with data from previous physical model tests [26,48]. The study found that the $\xi$ values obtained from the numerical simulations were at least $7 \%$ lower than those obtained from the physical model. The discrepancies were attributed to the lack of spacers and the inability to replicate 3D effects in 2D simulations. Similarly, Åkerstedt et al. [49] and Leuch et al. [50] used comparable approaches and showed mostly divergent results for $\xi$ when compared to physical model tests. In the former study, the discrepancies were related to the absence of 3D effects, as already noted by Raynal et al. [47], and the application of the RANS approach. The authors recommended that future research should implement more sophisticated models, such as Large Eddy Simulation (LES). Lučin et al. [31] performed 2D and 3D simulations of vertically arranged angled bar racks using the RANS approach based on the physical models of Albayrak et al. [46]. The study found that $\xi$ was underestimated by about $15 \%$ compared to the physical model tests, while the 2D and 3D simulations produced comparable $\xi$ values. Again, the use of LES was suggested for future research rather than the RANS approach, which relies on mean flow characteristics [51]. LES, on the other hand, applies a spatial filtering technique to resolve large-scale eddies, while smaller eddies are accounted for using a subgrid-scale (SGS) turbulence transport model [51-53]. By incorporating large turbulent parameters into the numerical solver, LES generally achieves higher accuracy. However, a finer mesh discretization is required [51], resulting in a higher computational cost. To reduce the computational cost, the number of mesh elements can be reduced by focusing on a limited number of bars within the numerical domain. For example, Nascimento et al. [54] performed simulations using the LES model with only two rectangular bars in a 2D domain to investigate the vortex shedding frequencies induced by the rack, but they excluded $\xi$ in the analysis. Other researchers, including Ghamry and Katopodis [55], Paul and Adaramola [56], Jeethulakshmi et al. [57], and Čarija et al. [58], also performed simulations with the number of bars $n$ ranging from 1 to 14, mainly using the RANS approach and 3D domains, and calculated $\xi$. Typically, the results overestimated $\xi$ compared to the values derived from empirical formulas and previous model tests. Recently, Latif et al. [34] performed 3D RANS simulations of three rectangular bars and proposed a prediction formula for $\xi$ as a function of $b, P$, and $\beta$ based on the results. The obtained values were in good agreement with $\xi$ measured at a real HPP, but tended to overestimate the calculated $\xi$ values of empirical formulas, including Kirschmer [24].

Although, to the best of the author's knowledge, no simulations of resolved bars in a 3D domain have been performed using the LES model to determine $\xi$ of trash racks, it has been widely used in other engineering applications, such as flows around bridge piers [59], ground vehicles [60], and high-rise buildings [61]. Many of these studies are mainly based on a classical fluid mechanics problem, the flow past a bluff body, in particular a circular cylinder [62]. Flows in the subcritical regime with bar Reynolds numbers

$$
\begin{equation*}
R e_{b}=\frac{U_{r e f} s}{v} \tag{4}
\end{equation*}
$$

where $U_{r e f}$ is the free-stream velocity, and $v$ is the kinematic viscosity, ranging from 300 to 140,000 [63], are of significant interest due to the complexity around the cylinder wake [64] with the transition from laminar to turbulent within the separated shear layer [65-67]. Specifically, the flow around a circular cylinder at $R e_{b}=3900$ has been extensively studied through a variety of experimental and numerical methods (e.g., [66,68-72]). Besides LES, researchers have also used Direct Numerical Simulation (DNS, e.g., [73-75]) and Detached Eddy Simulation (DES, e.g., [76,77]). The former method is known to provide the most accurate and reliable results, but requires relatively high computational effort even at low
$R e_{b}[51,64]$. The latter method combines the RANS and LES methods by applying the RANS approach in the near-wall region and the LES model in the distant flow regions [52,53,77]. In general, the results of the aforementioned studies using LES, DNS, and DES were found to be in good agreement with experimental studies. Conversely, the use of the RANS method or the unsteady RANS (URANS) method showed larger discrepancies with experimental data in previous studies (e.g., [76,78]). These results suggest that the URANS approach is not capable of accurately predicting the transient flow characteristics of flow past a bluff body $[79,80]$. Furthermore, previous studies have shown that 2D numerical simulations provide inaccurate values for most flow parameters when $R e_{b} \geq 250$ [66,67,81]. Therefore, to account for the 3D wake instabilities in the subcritical regime and to obtain accurate results, 3D numerical simulations are recommended [66,82]. In addition to the flow past a single cylinder, the literature contains numerous studies of the flow past two or more circular cylinders arranged in various tandem, side-by-side, or staggered patterns [83,84]. The relevant flow parameters in these cases are mainly influenced by $b$ and $R e_{b}$ [83-85]. Finally, several studies have investigated the flow past a circular cylinder placed between two parallel walls [86]. Small wall distances can significantly affect the periodic vortex shedding behind the cylinder, as well as other flow structures, indicating that the flow parameters of a confined compared to an unconfined cylinder can vary strongly as a function of $P$ [86-88].

In the present study, 3D numerical simulations using the LES model were performed for a single bar and three or five bars of CBTRs arranged in a side-by-side pattern to determine $\xi$, mainly based on recommendations from previous research on flow past one or more circular cylinders in confined or unconfined channels and preliminary simulations. The resulting data were then compared with previous studies. The objective of the study was to evaluate the applicability of the presented approach in determining $\xi$ of CBTRs with perpendicular inflow conditions. Furthermore, the effects of $b$ and $U$ on $\xi$ of CBTRs were investigated.

## 2. Materials and Methods

### 2.1. Overview and Test Cases

The commercial Computational Fluid Dynamics (CFD) code ANSYS Fluent 19.2 was used for the present study. In order to reduce the high computational cost of the numerical simulations, this study focused on investigating relatively short sections of single bars or arrays of three or five bars of CBTRs in a flume, as schematically shown in Figure 1. The inflow conditions to these sections were idealized (i.e., ideally homogeneous and perpendicular with $\alpha=90^{\circ}$ and $\beta=90^{\circ}$, no clogging, and no rack damage). The rack sections were fully submerged in water to avoid free surface effects and positioned away from walls to avoid friction effects. For these reasons, as well as for the selected boundary conditions described in Section 2.2, the investigated sections are independent of the orientation of the bars. Horizontally oriented bars are considered in the following, although the results are also applicable to vertically oriented bars.

The rack configurations investigated were inspired by physical models from previous studies, in particular, Böttcher et al. [29] and Meister et al. [32]. The dimensions were approximately in the prototype range (scale 1:1), with $s=8 \mathrm{~mm}$ and $b=10,20$, and 30 mm . These $b$ values were investigated in computational domains with $n=1,3$, and 5 bars. Larger values of $b$, ranging from 40 to 120 mm in increments of 10 mm , as well as 150 mm and 180 mm , were also investigated, but only for the case of a single bar, since the total number of elements in the computational domain $N_{t}$ increases linearly with $n$. Instead, additional simulations were performed with periodic boundary conditions at the top and bottom of the computational domains to investigate a similar effect (see Section 2.2). Since the present study did not consider spacers or other support structures, the ratio of the blocked area to the total rack area was calculated as $P=s /(s+b)$. Consequently, $P$ ranged from 0.043 (for $b=180 \mathrm{~mm}$ ) to 0.444 (for $b=10 \mathrm{~mm}$ ). Furthermore, the effect of $U$ on $\xi$ was investigated by varying the flow velocity at the inlet of the computational domain $U_{1}$ from
0.3 to $1.0 \mathrm{~m} / \mathrm{s}$ in steps of $0.1 \mathrm{~m} / \mathrm{s}$ for a single bar with $b$ values of 10,20 , and 30 mm . The lower limit of $U_{1}$ was set at $0.3 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}=2389$ ) to avoid perturbations caused by undersized computational domains, as reported by Jiang and Cheng [89] for flow past a circular cylinder at $R e_{b} \leq 2000$. To keep critical computational parameters that could affect the results within an acceptable range, the upper limit of $U_{1}$ was set at $1.0 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}=7962$ ). In addition, to investigate the effect of $U_{1}$ in a setting where the influence of the top and bottom walls of the computational domain is negligible, $U_{1}$ was also varied for a case with a larger $b$ value. For this purpose, $b=90 \mathrm{~mm}$ was chosen, resulting in $P=0.082$, which is less than 0.100 as recommended by Norberg [90] to avoid top and bottom wall effects.


Figure 1. Schematics of (a) a complete model of a horizontally arranged circular bar trash rack (CBTR) in a flume, and (b) a waterbody segment consisting of a single bar section taken from (a): Such segments served as the basis for defining the computational domains in this study. The arrows indicate the direction of flow.

In this study, water density $\rho$ was defined as $998.2 \mathrm{~kg} / \mathrm{m}^{3}$ at a constant temperature of $20^{\circ} \mathrm{C}$, and $v$ was defined as $0.0000010048 \mathrm{~m}^{2} / \mathrm{s}$. When $U_{r e f}$ or $U_{1}$ (interchangeable terms in this study) is equal to $0.5 \mathrm{~m} / \mathrm{s}$, Equation (4) calculates $R e_{b}$ to be 3981. This value is close to the frequently used $R e_{b}$ value of 3900 in previous research on flow past a circular cylinder, as noted in Section 1. Due to the similarities between the present problem and this classic topic, along with the large amount of data available for $R e_{b}=3900$, the basic settings and recommendations for the numerical simulations in this study were adopted. To assess the appropriateness of these settings and recommendations for the determination of $\xi$, systematic independence tests were performed for the single-bar case with the lowest $b$ value of 10 mm or the highest $P$ of 0.444 at $R e_{b}=3981$, as well as in selected cases with $b=90 \mathrm{~mm}(P=0.082)$.

### 2.2. Computational Domains and Boundary Conditions

Hexahedral domains in a Cartesian coordinate system were used for the simulations in this study. The $x, y$, and $z$ axes represented the streamwise, spanwise, and vertical directions, respectively. In the case of a single bar, the bar was placed symmetrically between two parallel walls in the vertical direction, each equidistant from the boundaries by $b / 2$. Figure 2 shows a schematic representation of such a computational domain. In the cases where $n=3$ and 5 were used, the equivalent number of single-bar domains were superimposed, with $b$ as the distance between two bars. The dimensions of the domains in
the streamwise, spanwise, and vertical directions are denoted as $L_{x}, L_{y}$, and $L_{z}$, respectively. $L_{x}$ can be further divided into upstream and downstream parts separated by the examined rack section (i.e., $L_{x}=L_{x, u s}+s+L_{x, d s}$ ). $L_{x, d s}, L_{x, u s}$, and $L_{y}$ were initially defined based on the literature data and preliminary simulations. These lengths were then validated in the independence test using the lengths given in Section 3.1.2. In contrast, the value of $L_{z}$ is a function of the chosen values of $n$ and $P$, described as $L_{z}=n(s+b)$.


Figure 2. Schematic of a computational domain with a single bar, where $b$ is the clear bar spacing, $L_{x}, L_{y}$, and $L_{z}$ are the lengths of the domain in the streamwise, spanwise, and vertical directions, respectively, $L_{x, d s}$ and $L_{x, u s}$ are the lengths of the domain downstream and upstream of the bar, respectively, in the streamwise direction, $s$ is the bar thickness, and $U_{1}$ is the flow velocity at the inlet.

At the inlet of the domains, the velocity inlet boundary condition was used with a constant value of $U_{1}$. At the outlet, the pressure outlet boundary condition was applied with zero static gauge pressure. Periodic boundary conditions were used in the spanwise direction to assume an infinite length of the bars, as often used in previous studies of flow past circular cylinders (e.g., $[69,85,88]$ ), thereby reducing the end wall effects on the three-dimensional flow conditions. Unlike most studies of flow past a confined cylinder (e.g., [88,91]), which used no-slip wall boundary conditions for the top and bottom of the computational domains, this study mainly used free-slip wall boundary conditions. The application of free-slip wall and periodic boundary conditions in the vertical and spanwise directions, respectively, resulted in no frictional losses along the walls, thus producing a uniform velocity profile with $U_{1}$ across the cross section far upstream of the rack section, as shown in Figure 2. The surfaces of the bars were subjected to a no-slip wall condition to represent the velocity gradient, which is zero at the surfaces and reaches free-flow velocity at a sufficient distance from the bars. It should also be noted that periodic top and bottom boundary conditions were used for a limited number of simulations, as described in Section 2.1.

### 2.3. Spatial and Temporal Discretization

Following the methodology used in several previous studies of flow past a cylinder [64], a hybrid mesh was used as the mesh pattern, consisting of an O-grid in the near-field grid around each bar and an H-grid in the outer regions. An example of the mesh structure in the $x-z$ plane is shown in Figure 3, which shows the front part of a computational domain with $n=3$ and the surface of one of the bars in detail. The near-field grid of each bar consisted of a concentric ring shape with an outer diameter of $2 s$ starting from the center of each bar. This size was chosen to ensure homogeneity in the near-field grid construction across all simulations, regardless of $L_{z}$. In the near-field grid, the resolution in the $x-z$ plane was defined by the number of elements on the bar circumference and in the radial direction, denoted as $N_{c}$ and $N_{r}$, respectively. To resolve the viscous sublayer of the near-wall region, the dimensionless distance from the wall $y^{+}$should be less
than one. To achieve this, the height of the first cell adjacent to the bars was set to about 0.00001 m , or about 0.00125 s in all simulations. The grid resolution was then increased radially based on $N_{r}$. In the outer regions, a maximum grid stretch ratio based on the ratio in the near-field grid was used. By applying periodic and free-slip conditions in the spanwise and vertical directions, respectively, no refined grid resolution was required near the outer boundaries of the domains. In contrast to the $x-z$ plane, the mesh was uniformly structured in the spanwise direction, i.e., the mesh generated in the streamwise and vertical directions was extruded in the spanwise direction with uniform resolution $L_{y} / N_{y}$, where $N_{y}$ is the number of elements in the spanwise direction. The effects of varying $N_{c}, N_{r}$, and $N_{y}$ on the results were evaluated in the independence test described in Section 3.1.3. In addition, $N_{t}$ is reported for all simulations in Section 3.1.


Figure 3. Computational mesh of a simulation consisting of three bars with a clear bar spacing of $b=20 \mathrm{~mm}$ and a domain length in the streamwise direction of $L_{x}=111 \mathrm{~s}$ in the $x-z$ plane: (a) overview of the front part of the domain, and (b) close-up view of the surface of one of the bars.

As a second criterion to evaluate the quality of the meshes, the LES index of quality $L E S_{I Q}$ was used, which is defined as the ratio of the resolved turbulent kinetic energy $k_{r}$ to the total turbulent kinetic energy $k_{t}$, and is calculated as

$$
\begin{equation*}
L E S_{I Q}=\frac{k_{r}}{k_{t}}=\frac{1}{1+0.05\left(\frac{v+v_{s g s}}{v}\right)^{0.53}} \tag{5}
\end{equation*}
$$

where $v_{s g s}$ is the SGS eddy viscosity (see Section 2.4). According to Celik et al. [92], $L E S_{\text {IQ }}$ values in the range of $75 \%$ to $85 \%$ are appropriate for most engineering applications. Pope [51] recommends a percentage of $k_{r}$ above $80 \%$ for well-resolved LES.

All simulations in this study used a fixed time step $\Delta t$. The effect of $\Delta t$ on the results was evaluated in the independence test described in Section 3.1.4. Furthermore, the total simulation time was defined based on the evaluation time $t_{e}$ for relevant flow parameters and is therefore explained in Section 2.5.

### 2.4. Numerical Methods

The 3D numerical simulations in this study use the incompressible form of the NavierStokes equations (i.e., $\rho$ is constant). The LES model relies on the filtered form of the continuity and momentum equations, obtained by a filter operation and expressed as

$$
\begin{gather*}
\frac{\partial \bar{u}_{i}}{\partial x_{i}}=0  \tag{6}\\
\frac{\partial \bar{u}_{i}}{\partial t}+\frac{\partial \overline{u_{i} u_{j}}}{\partial x_{j}}=-\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x_{i}}+v \frac{\partial^{2} \bar{u}_{i}}{\partial x_{i} \partial x_{j}}-\frac{\partial \tau_{i j}}{\partial x_{i}}, \tag{7}
\end{gather*}
$$

where $u_{i}$ are the flow velocity components, $x_{i}$ are the Cartesian coordinates, $t$ is the time, and $p$ is the pressure. In addition, the macron denotes the grid-scale filter operation, and $\tau_{i j}$ represents the SGS stress tensor, defined as

$$
\begin{equation*}
\tau_{i j}=\overline{u_{i} u_{j}}-\bar{u}_{i} \bar{u}_{j} . \tag{8}
\end{equation*}
$$

Modeling is required to account for the unknown SGS stresses [51]. The Smagorinsky SGS model [93] was used in this study for this purpose, which calculates the SGS turbulent stresses as

$$
\begin{equation*}
\tau_{i j}-\frac{1}{3} \tau_{k k} \delta_{i j}=-2 v_{s g s} \bar{S}_{i j}, \tag{9}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta symbol, and $S_{i j}$ is the resolved rate of the strain tensor. $v_{s g s}$ is defined as

$$
\begin{equation*}
v_{s g s}=\left(C_{s} \bar{\Delta}\right)^{2}|\bar{S}|, \tag{10}
\end{equation*}
$$

where $C_{s}$ is the Smagorinsky coefficient, $\Delta$ is the grid size defining the subgrid length scale, and $|S|$ is the characteristic filtered rate of strain. In ANSYS Fluent 19.2, $C_{s}$ can be defined either by a constant value (hereafter referred to as the Smagorinsky-Lilly model) or dynamically based on data obtained from the resolved motion scales (hereafter referred to as the dynamic Smagorinsky-Lilly model) [94]. Previous studies have shown that the latter is more accurate in predicting flow parameters for flow past a cylinder (e.g., $[66,69]$ ). Therefore, the dynamic model was primarily used in this study. Nevertheless, in Section 3.1.6, results using the Smagorinsky-Lilly model with a fixed $C_{s}$ value of 0.1, which is the default value in ANSYS Fluent 19.2 [94], were compared with those using dynamic $C_{s}$ values. In addition, simulations using the URANS approach and the hybrid model DES were performed to evaluate their ability to predict $\xi$ and other flow parameters in a manner comparable to LES. The Shear Stress Transport (SST) $k-\omega$ model proposed by Menter [95] was used to model turbulence for both the DES model and the URANS approach. Since these two methods are only used for comparison in the present work, the governing equations are not included here, but can be found in the literature [51,94], along with additional information on the LES model.

In all numerical simulations, the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm was used for the pressure-velocity coupling, which has previously been used in studies to determine $\xi$ (e.g., $[31,57]$ ) and to study flow past a cylinder (e.g., $[64,80]$ ). Specifically, in the LES model, Equations (6) and (7) are solved using the SIMPLE algorithm. Furthermore, the LES and DES models used bounded central differencing and bounded second-order implicit schemes for spatial discretization and transient formulation, respectively. In contrast, the URANS simulations used secondorder upwind and second-order implicit schemes for spatial discretization and transient formulation, respectively.

The numerical simulations were performed on the LEO HPC infrastructure of the University of Innsbruck with 64 cores each. To avoid rounding errors, all simulations were performed in double precision.

### 2.5. Post-Processing

After performing the numerical simulations, the results were subjected to a thorough error check, including visual inspection of the velocity and pressure profiles and distributions along with other numerical results. MATLAB R2018b software was used for further analysis of the results, except for the determination of the Strouhal number $S t$, which was performed using ANSYS Fluent 19.2.

The calculation of $\xi$ was determined using the Bernoulli equation with the crosssectional averaged parameters at the inlet (subscript 1) and outlet (subscript 2) of the domain. Due to the chosen boundary conditions, there were no frictional losses at the
domain boundaries and thus no continuous head losses between the cross sections. Consequently, the local head loss $h_{v}$ is equal to the total head loss, and can be calculated as

$$
\begin{equation*}
h_{v}=z_{1}-z_{2}+\frac{p_{1}-p_{2}}{\rho g}+\frac{\alpha_{k i n, 1} U_{1}^{2}-\alpha_{k i n, 2} U_{2}^{2}}{2 g}=\xi \frac{U_{r e f}^{2}}{2 g} \tag{11}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are the elevations, $g$ is the gravitational acceleration, and $\alpha_{k i n, 1}$ and $\alpha_{k i n, 2}$ are the kinetic energy correction factors. In previous studies (e.g., $[2,29,32]), U_{r e f}$ was defined as the undisturbed cross-sectional average flow velocity upstream of the rack, assuming that the velocities upstream and downstream of the rack do not differ significantly. In this study, this approach is adopted due to the defined computational domains and boundary conditions described in Section 2.2, which imply that $U_{1}$ is equal to $U_{r e f}$ and, except for non-uniformities in the velocity profile, is also equal to $U_{2}$. To account for non-uniformities in the respective cross sections, $\alpha_{k i n}$ was used. In general, $\alpha_{k i n}$ is defined as the ratio of the kinetic energies between the actual velocity profile and the theoretical profile with constant mean flow velocity $\bar{U}$ over the cross-sectional area $A[96,97]$, and is calculated as

$$
\begin{equation*}
\alpha_{k i n}=\frac{1}{\bar{U}^{3} A} \int_{A} U^{3}(A) d A \tag{12}
\end{equation*}
$$

Typical values of $\alpha_{k i n}$ in a pipe range from 1.00 for turbulent velocity distributions with a uniform constant velocity profile to 2.00 for laminar conditions with a parabolic profile [97-99]. Previous studies have generally ignored the effect of $\alpha_{k i n}$ on $\xi$ due to its relatively low values close to unity, such as between 1.01 and 1.02 in Tsikata et al. [12]. In the simulations of the present study, $\alpha_{k i n, 1}$ was exactly unity (excluding rounding errors) due to the ideal homogeneous flow field at the inlet. Conversely, $\alpha_{k i n, 2}$ ranged between 1.001 and 1.011, as shown in the domain independence test in Section 3.1.2. Therefore, $\alpha_{\text {kin }}$ was not included in the calculation of $\xi$. Furthermore, the inlet and outlet of the water body segments were assumed to be at the same height (i.e., $z_{1}=z_{2}$ ). For $p_{1}$ and $p_{2}$, the cross-sectional averaged total pressure at the inlet and outlet were used, respectively. Considering all these factors, Equation (11) can be expressed as

$$
\begin{equation*}
\xi=\frac{2\left(p_{1}-p_{2}\right)}{\rho U_{1}^{2}} \tag{13}
\end{equation*}
$$

In addition to Equation (13), $\xi$ can also be determined using the drag coefficient $C_{D}$ and $P[2,99]$ by

$$
\begin{equation*}
\xi=C_{D} P \tag{14}
\end{equation*}
$$

$C_{D}$ is a parameter often studied in the analysis of flow past a cylinder $[63,86]$ and is defined as

$$
\begin{equation*}
C_{D}=\frac{F_{D}}{0.5 U_{1}^{2} s L_{y}}, \tag{15}
\end{equation*}
$$

where $F_{D}$ is the drag force. Another commonly studied flow parameter is $S t$, which is a dimensionless number that characterizes the shedding frequency independent of time. $S t$ can be calculated as

$$
\begin{equation*}
S t=\frac{f_{v} S}{U_{1}}, \tag{16}
\end{equation*}
$$

where $f_{v}$ is the vortex shedding frequency determined by calculating the frequency corresponding to the maximum energy of the spectra obtained by a Fast Fourier Transform (FFT) of the time series of the lift coefficient $C_{L}$, which is defined as

$$
\begin{equation*}
C_{L}=\frac{F_{L}}{0.5 U_{1}^{2} s L_{y}}, \tag{17}
\end{equation*}
$$

where $F_{L}$ is the lift force on the cylinder. Both $C_{D}$ and $S t$ were calculated for all simulations in this study to allow comparison with previous research on flow past a cylinder.

In post-processing, the collected data from each time step were averaged using the mean value over a specified period after an initial period, which was necessary to ensure that the flow was statistically quasi-steady and to remove initial transients. In previous studies, these periods were usually defined based on a certain number of vortex shedding cycles $T=1 / f_{v}$ (e.g., [70,71]). Due to significant variations in St ranging from 0.208 to 0.340 , as observed in the simulations of this study (see Section 3), standardized values were used to define the critical periods, with $S t=0.200$ and $U_{1}=0.5 \mathrm{~m} / \mathrm{s}$. The former is a typical value for flow past an unconfined cylinder in the subcritical regime [63] and is lower than the minimum St value obtained in this study. Consequently, the data averaging period was set to a minimum of $100 T$, resulting in $t_{e}=8 \mathrm{~s}$ according to Equation (16), after an initial period of 50 T , which is equivalent to 4 s . The total simulation time was 12 s , except for simulations where $U_{1}<0.5 \mathrm{~m} / \mathrm{s}$. In these cases, the total simulation time, including $t_{e}$, was extended to maintain a consistent minimum number of $T$ across all simulations. Notably, the use of the same time period for different $P$ values, rather than adjusting the data averaging period to $f_{v}$, is consistent with previous experimental studies aimed at determining $\xi$ (e.g., [29,32]). Furthermore, the effect of extending $t_{e}$ was examined in the independence test described in Section 3.1.4.

Finally, it is important to clarify that the parameters obtained from the numerical calculations presented in the following sections, such as $\xi$ and $C_{D}$, represent time-mean values. For values that fluctuate over time, additional subscripts are added to denote them, such as $\xi_{f}$ and $C_{D f}$. In addition, Equation (13) was used to calculate $\xi$ unless otherwise noted.

## 3. Results

### 3.1. Independence Tests

### 3.1.1. General

Independence tests are critical when performing time-consuming and computationally expensive numerical simulations to evaluate the effects of selected model settings on the results. For the independence tests in this study, the reference case parameters listed in Table 1 were used, with $U_{1}$ held constant at $0.5 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}=3981$ ). Unless otherwise specified, $b=10 \mathrm{~mm}(P=0.444)$ was used. The parameters in Table 1 were then individually adjusted to evaluate their effect on $\xi, C_{D}, S t$, and other key parameters through a sensitivity analysis. To quantify the differences, the mean relative error (MRE), defined as the ratio of the mean absolute error to the mean reference value, was calculated for $\xi$ and $C_{D}$. It should be noted that key parameters such as $\xi$ and $C_{D}$ are susceptible to time-dependent fluctuations (see Section 3.1.4). In order to assess the influence of these fluctuations on the results, selected simulations with different values of $b$ were repeated. As a result, the time-mean values for both $\xi$ and $C_{D}$ showed minimal differences, except for a maximum MRE of $1.4 \%$ in one simulation. Therefore, $1.4 \%$ was used as a threshold for an acceptable range of MRE in the following.

Table 1. Selected values for the parameters of the reference case and the selected reference LES model in the independence tests, independent of the studied clear bar spacings $b$, where $L_{x, d s}$ and $L_{x, d s}$ are the lengths of the domain downstream and upstream of the studied rack section, respectively, in the streamwise direction, $L_{y}$ is the length of the domain in the spanwise direction, $n$ is the number of bars in the domain, $N_{c}, N_{r}$, and $N_{y}$ are the number of elements in the bar circumference, the radial direction of the near-field grid, and the spanwise direction, respectively, $t_{e}$ is the evaluation time, and $\Delta t$ is the time step.

| $\mathbf{L}_{\mathrm{x}, \mathrm{us}}[-]$ | $\mathbf{L}_{\mathrm{x}, \mathrm{ds}}[-]$ | $\mathbf{L}_{\mathbf{y}}[-]$ | $\mathbf{n}[-]$ | $\mathbf{N}_{\mathbf{c}}[-]$ | $\mathbf{N}_{\mathbf{r}}[-]$ | $\mathbf{N}_{\mathbf{y}}[-]$ | $\mathbf{t}_{\mathrm{e}}[\mathrm{s}]$ | $\boldsymbol{\Delta} \mathbf{t}[\mathrm{s}]$ | LES Model |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 s$ | $100 s$ | $4 s$ | 1 | 240 | 64 | 80 | 8 | 0.00004 | Dynamic Smagorinsky-Lilly |

### 3.1.2. Domain Independence

Defining sufficiently large domains is essential to reduce potential influences from both domain size and boundary conditions, which is particularly important for $L_{x}$ and $L_{y}$ in this study. Table 2 shows the results of the domain independence test for the determination of $\xi, C_{D}, S t$, and $\alpha_{k i n, 2}$. Doubling the reference case value of $L_{x, u s}$ resulted in insignificant changes in the results $\left(-0.3 \%\right.$ for $\xi$ and $-0.4 \%$ for $\left.C_{D}\right)$, indicating that $L_{x, u s}=10$ s is sufficient to establish homogeneous inflow conditions to the studied rack section. Similarly, $L_{x, d s}$ must be sufficient to provide uniform flow conditions at the outlet without significant recirculation zones. Halving and doubling $L_{x, d s}$ resulted in negligible effects ( $-0.9 \%$ and $+0.3 \%$, respectively) on both $\xi$ and $C_{D}$. However, when $L_{x, d s}$ was set to $50 s$, small recirculation zones were observed at the outlet, resulting in a higher value of $\alpha_{k i n, 2}$ compared to the reference case. Nevertheless, $\alpha_{k i n, 2}=1.011$ is still within an acceptable range as described in Section 2.5. Furthermore, doubling $L_{y}$ had no significant effect on the results, but halving $L_{y}$ increased $\xi$ by $1.9 \%$ and $C_{D}$ by $1.7 \%$. These results suggest that the reference case values have a satisfactory degree of domain independence.

Table 2. Results of the domain independence test to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, the kinetic energy correction factor at the outlet $\alpha_{k i n, 2}$, and the head loss coefficient $\xi$, calculated using Equation (13), where $L_{v}$ is used as a variable for the length of the domain upstream and downstream of the studied rack section in the streamwise direction $L_{x, u s}$ and $L_{x, d s}$, respectively, and in the spanwise direction $L_{y}$. In addition, $N_{t}$ is the total number of elements in the domain.

| Parameter | $L_{v}{ }^{[-]}$ | $N_{t}$ [-] | $\xi$ (MRE) [-] | $C_{D}$ (MRE) [-] | St [-] | $\alpha_{\text {kin,2 } 2 \text { [-] }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{x, u s}$ | 10 s | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 1.002 |
|  | $20 s$ | 4,408,320 | 1.258 (-0.3\%) | 2.830 (-0.4\%) | 0.296 | 1.002 |
| $L_{x,}$ ds | 50 s | 3,706,560 | 1.251 (-0.9\%) | 2.815 (-0.9\%) | 0.298 | 1.011 |
|  | 100s | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 1.002 |
|  | $200 s$ | 4,697,280 | 1.266 (+0.3\%) | 2.848 (+0.3\%) | 0.296 | 1.001 |
| $L_{y}$ | 2 s | 2,156,000 | 1.285 (+1.9\%) | 2.889 (+1.7\%) | 0.294 | 1.007 |
|  | $4 s$ | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 1.002 |
|  | $8 s$ | 8,624,000 | 1.257 (-0.3\%) | 2.833 (-0.3\%) | 0.296 | 1.003 |

### 3.1.3. Grid Independence

Table 3 shows the results of the grid independence test for the determination of $\xi, C_{D}$, and $S t$. In addition, the volume-averaged mean value of $L E S_{I Q}$ and the minimum value of $L E S_{I Q}$ over all time steps of $t_{e}$, denoted as $L E S_{I Q, a v g}$ and $L E S_{I Q, m i n}$, respectively, are listed in Table 3. Increasing $N_{c}$ or $N_{r}$ had minimal effects on the results, while decreasing them caused changes in $\xi$ and $C_{D}$ equal to or greater than $1.5 \%$. Thus, the values chosen for $N_{c}$ and $N_{r}$ in the reference case appear to be appropriate. It should be noted that $N_{r}=32,48$, 64 , and 80 correspond to mesh growth rates of $1.133,1.074,1.048$, and 1.034 , respectively. Furthermore, Table 3 shows that a large number of simulations were performed with different values of $N_{y}$ because of its importance for the results, as reported in previous studies (e.g., $[64,69])$. Halving $N_{y}$ from 80 to 40 resulted in a $1.3 \%$ decrease in both $\xi$ and $C_{D}$. Conversely, increasing $N_{y}$ also resulted in decreased values of $\xi$ and $C_{D}$, but to different extents. For $N_{y}=120$ and 160 , both $\xi$ and $C_{D}$ decreased by $0.5 \%$ and $2.1 \%$, respectively, compared to the reference case. In addition, for $N_{y}=240, \xi$ decreased by $0.9 \%$ and $C_{D}$ decreased by $1.0 \%$. These results indicate that $\xi$ and $C_{D}$ tend to vary depending on the chosen $N_{y}$ value, but generally remain close to an average value. Thus, the choice of $N_{y}=80$ as the reference value seems to produce satisfactory results while keeping the computational effort at an acceptable level. Moreover, a simulation with $N_{y}=1$ was performed, which basically corresponds to a simplified 2D case, since 3D vortices cannot occur due to the use of only one element in the spanwise direction. The results showed a $22.4 \%$ increase in $\xi$ and a $13.7 \%$ increase in $C_{D}$ compared to the reference case, well above the threshold of acceptable values for the MRE. When $L E S_{I Q}$ was used as a complementary
metric to evaluate mesh quality, a correlation between $L E S_{I Q}$ and mesh resolution was observed, with a significant increase in $L E S_{I Q, \min }$ as $N_{y}$ increased. However, only a small number of elements exhibited $L E S_{I Q}$ values below the $80 \%$ threshold recommended by Pope [51], as detailed in Section 2.3, over the entire $t_{e}$. Except for $N_{y}=1, L E S_{I Q, a v g}$ remained approximately constant around 0.948 for all simulations. The results suggest that $k_{r}$ is in the appropriate range for most simulations. Finally, it is noteworthy that $y^{+}$was consistently less than one for all simulations in the grid independence test.

Table 3. Results of the grid independence test to determine the drag coefficient $C_{D}$, the volumeaveraged mean value of the LES index of quality $L E S_{I Q, a v g}$, the minimum value of the LES index of quality over all time steps $L E S_{I Q, \text { min }}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (13), where $N_{v}$ is used as a variable for the number of elements on the bar circumference $N_{c}$, in the radial direction of the near-field grid $N_{r}$, and in the spanwise direction $N_{y}$. In addition, $N_{t}$ is the total number of elements in the domain.

| Parameter | $N_{v}$ [-] | $N_{t}$ [-] | $\xi$ (MRE) [-] | $C_{D}$ (MRE) [-] | St [-] | $L E S S ~_{\text {IQ,avg }}[-]$ | $L E S_{\text {IQ,min }}[-]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{c}$ | 160 | 3,022,400 | 1.243 (-1.5\%) | 2.798 (-1.5\%) | 0.298 | 0.947 | 0.780 |
|  | 240 | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 0.948 | 0.777 |
|  | 320 | 5,614,400 | 1.262 ( $\pm 0.0 \%$ ) | 2.839 ( $\pm 0.0 \%$ ) | 0.296 | 0.948 | 0.786 |
| $N_{r}$ | 32 | 1,824,000 | 1.304 (+3.3\%) | 2.935 (+3.3\%) | 0.292 | 0.946 | 0.763 |
|  | 48 | 3,254,400 | 1.280 (+1.5\%) | 2.882 (+1.5\%) | 0.294 | 0.947 | 0.776 |
|  | 64 | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 0.948 | 0.777 |
|  | 80 | 5,369,600 | 1.256 (-0.5\%) | 2.825 (-0.5\%) | 0.292 | 0.948 | 0.794 |
| $N_{y}$ | 1 | 53,900 | 1.545 (+22.4\%) | 3.231 (+13.7\%) | 0.296 | 0.919 | 0.687 |
|  | 40 | 2,156,000 | 1.246 (-1.3\%) | 2.804 (-1.3\%) | 0.298 | 0.946 | 0.753 |
|  | 80 | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 | 0.948 | 0.777 |
|  | 120 | 6,468,000 | 1.256 (-0.5\%) | 2.827 (-0.5\%) | 0.292 | 0.949 | 0.792 |
|  | 160 | 8,624,000 | 1.236 (-2.1\%) | $2.782(-2.1 \%)$ | 0.300 | 0.949 | 0.798 |
|  | 240 | 12,936,000 | 1.250 (-0.9\%) | 2.813 (-1.0\%) | 0.298 | 0.950 | 0.808 |

### 3.1.4. Time Independence

In this study, time independence was tested in two different ways. First, to investigate the influence of the time-dependent fluctuations shown in Figure 4 a for $\xi_{f}$ and $C_{D f}$ on the time-mean results, the total simulation time was extended from 12 to 20 s , thus doubling $t_{e}$ from 8 to 16 s . Figure 4 b shows the time-mean normalized head loss coefficient $\xi_{n}$ as a function of time for the reference case with $b=10$ and 90 mm , while indicating $t_{e}=8$ and 16 s . The calculation of time-mean values started at the beginning of $t_{e}$ after 4 s of simulation, as defined in Section 2.5. In addition, Table 4 shows the results for the determination of $\xi, C_{D}$, and $S t$. When $t_{e}$ was doubled, both $\xi$ and $C_{D}$ increased slightly by $0.2 \%$ for $b=10 \mathrm{~mm}(P=0.444)$. For $b=90 \mathrm{~mm}(P=0.082)$, the MRE was even smaller for both parameters. Overall, the extension of $t_{e}$ did not significantly affect the results, indicating that the defined time periods are sufficient to obtain time-independent results at an acceptable level. Second, the reference value of $\Delta t$ was varied. The results in Table 4 show that halving or doubling $\Delta t$ had a minimal effect on both $\xi$ and $C_{D}$. It is worth noting, however, that instability problems occurred during the simulation with $\Delta t=0.00008 \mathrm{~s}$. Thus, $\Delta t$ had to be reduced to 0.00004 s for the first 2 s of the simulation before it was increased to 0.00008 s . The transient instability problems may have been caused by the violation of the Courant-Friedrichs-Lewy condition in some elements, which was not observed in the reference case with $\Delta t=0.00004 \mathrm{~s}$.


Figure 4. Time histories of (a) the fluctuating drag coefficient $C_{D f}$ and the fluctuating head loss coefficient $\xi_{f}$ for the reference case with clear bar spacing $b=10 \mathrm{~mm}$, and (b) the time-mean normalized head loss coefficient $\xi_{n}$, starting to compute time-mean values at 4 s , for the reference case values with $b=10$ and 90 mm , where $t_{e}$ are the evaluation times examined as part of the time independence test. $\xi_{f}$ and $\xi_{n}$ were calculated using Equation (13).

Table 4. Results of the time independence test to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (13), where $t_{v}$ is used as a variable for the evaluation time $t_{e}$ and the time step $\Delta t$. In addition, $b$ is the clear bar spacing, $N_{t}$ is the total number of elements in the domain, and $P$ is the blocking ratio.

| Parameter | $t_{v}$ [s] | $b$ [mm] | $P$ [-] | $N_{t}[-]$ | $\xi$ (MRE) [-] | $C_{D}$ (MRE) [-] | St [-] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{e}$ | 8 | 10 | 0.444 | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 |
|  | 16 |  |  |  | 1.264 (+0.2\%) | 2.845 (+0.2\%) | 0.296 |
|  | 8 | 90 | 0.082 | 7,369,600 | 0.085 (Ref.) | 1.026 (Ref.) | 0.212 |
|  | 16 |  |  |  | 0.085 ( $\pm 0.0 \%$ ) | 1.025 ( $\pm 0.0 \%$ ) | 0.215 |
| $\Delta t$ | 0.00002 | 10 | 0.444 | 4,312,000 | 1.270 (+0.6\%) | 2.858 (+0.6\%) | 0.300 |
|  | 0.00004 |  |  |  | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 |
|  | 0.00008 |  |  |  | 1.267 (+0.4\%) | 2.850 (+0.4\%) | 0.296 |

### 3.1.5. Independence of the Number of Bars in the Computational Domain

Table 5 shows the results of the numerical simulations with $b=10,20$, and 30 mm and $n=3$ and 5 for the determination of $\xi, C_{D}$, and $S t$ compared to those with the corresponding $b$ value and the reference value $n=1$. The findings indicate significant single digit percentage differences when $n$ was greater than one. The maximum deviation for both $\xi$ and $C_{D}$ was $6.0 \%$ for $b=20 \mathrm{~mm}(P=0.286)$ and $n=5$. As noted in Section 2.1, an increase in $n$ resulted in a corresponding increase in $N_{t}$. For example, $N_{t}$ reached $29,008,000$ for $b=30 \mathrm{~mm}$ ( $P=0.211$ ) and $n=5$, as shown in Table 5. Due to the increased $N_{t}$ values, substantial computational resources were required despite the use of an HPC cluster. Therefore, to facilitate a simplified assessment of the effect of $n$ on the results, additional simulations were performed using periodic boundary conditions at the top and bottom of the domains with $n=1$, while $b$ ranged from 10 to 90 mm in 10 mm increments (i.e., $P$ values between 0.082 and 0.444 were examined). The results presented in Table 5 show that the values of $\xi$ and $C_{D}$ tended to approach the values obtained under free-slip wall conditions as $b$ increased. For $b=10 \mathrm{~mm}(P=0.444)$, the MRE for both $\xi$ and $C_{D}$ was $15.9 \%$, but decreased to $1.2 \%$ for $b=60 \mathrm{~mm}(P=0.118)$, and continued to decrease with increasing $b$, except for the outlier at $b=90 \mathrm{~mm}(P=0.082)$, which was still within the defined acceptable range of the MRE. Thus, the independence of $n$ was only observed for larger $b$ values. Nevertheless,
the feasibility of using the results with $n=1$ to determine $\xi$ of CBTRs is further discussed in Sections 4.1 and 4.2.

Table 5. Results of the independence test of the number of bars in the computational domain by varying the number of bars $n$ and using different top and bottom boundary conditions to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (13), where $b$ is the clear bar spacing, $N_{t}$ is the total number of elements in the domain, and $P$ is the blocking ratio.

| $n[-]$ | Top and Bottom Boundary Condition | $b$ [mm] | P [-] | $N_{t}[-]$ | $\xi$ (MRE) [-] | $C_{D}$ (MRE) [-] | St [-] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Free-slip wall | 10 | 0.444 | 4,312,000 | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 |
| 3 | Free-slip wall |  |  | 12,936,000 | 1.242 (-1.6\%) | 2.794 (-1.6\%) | 0.300 |
| 5 | Free-slip wall |  |  | 21,560,000 | 1.209 (-4.2\%) | 2.719 (-4.3\%) | 0.302 |
| 1 | Periodic |  |  | 4,312,000 | 1.061 (-15.9\%) | 2.390 (-15.9\%) | 0.340 |
| 1 | Free-slip wall | 20 | 0.286 | 5,174,400 | 0.474 (Ref.) | 1.659 (Ref.) | 0.244 |
| 3 | Free-slip wall |  |  | 15,523,200 | 0.459 (-3.0\%) | 1.609 (-3.0\%) | 0.252 |
| 5 | Free-slip wall |  |  | 25,872,000 | 0.445 (-6.0\%) | 1.559 (-6.0\%) | 0.256 |
| 1 | Periodic |  |  | 5,174,400 | 0.409 (-13.6\%) | 1.434 (-13.6\%) | 0.276 |
| 1 | Free-slip wall | 30 | 0.211 | 5,801,600 | 0.266 (Ref.) | 1.262 (Ref.) | 0.240 |
| 3 | Free-slip wall |  |  | 17,404,800 | 0.261 (-1.6\%) | 1.243 (-1.5\%) | 0.242 |
| 5 | Free-slip wall |  |  | 29,008,000 | 0.260 (-2.1\%) | 1.237 (-2.0\%) | 0.244 |
| 1 | Periodic |  |  | 5,801,600 | 0.256 (-3.8\%) | 1.216 (-3.7\%) | 0.246 |
| 1 | Free-slip wall | 40 | 0.167 | 6,193,600 | 0.191 (Ref.) | 1.149 (Ref.) | 0.230 |
|  | Periodic |  |  |  | 0.188 (-1.6\%) | 1.131 (-1.6\%) | 0.232 |
| 1 | Free-slip wall | 50 | 0.138 | 6,507,200 | 0.150 (Ref.) | 1.084 (Ref.) | 0.226 |
|  | Periodic |  |  |  | 0.148 (-1.2\%) | 1.071 (-1.2\%) | 0.224 |
| 1 | Free-slip wall | 60 | 0.118 | 6,820,800 | 0.127 (Ref.) | 1.068 (Ref.) | 0.224 |
|  | Periodic |  |  |  | 0.125 (-1.2\%) | 1.057 (-1.1\%) | 0.222 |
| 1 | Free-slip wall | 70 | 0.103 | 7,056,000 | 0.109 (Ref.) | 1.051 (Ref.) | 0.216 |
|  | Periodic |  |  |  | 0.108 (-0.9\%) | 1.041 (-0.9\%) | 0.218 |
| 1 | Free-slip wall | 80 | 0.091 | 7,212,800 | 0.095 (Ref.) | 1.027 (Ref.) | 0.216 |
|  | Periodic |  |  |  | 0.094 (-0.3\%) | 1.026 (-0.3\%) | 0.218 |
| 1 | Free-slip wall | 90 | 0.082 | 7,369,600 | 0.085 (Ref.) | 1.026 (Ref.) | 0.212 |
|  | Periodic |  |  |  | 0.084 (-0.8\%) | 1.018 (-0.8\%) | 0.216 |

### 3.1.6. Method Independence

The results of the comparison with the DES model, the LES Smagorinsky-Lilly model, and the URANS approach are shown in Table 6 for $b$ values of 10 and 90 mm . For $b=10 \mathrm{~mm}$ ( $P=0.444$ ), the LES Smagorinsky-Lilly model and the URANS approach showed slight differences in $\xi$ and $C_{D}$ compared to the reference case, with a maximum MRE of $-0.8 \%$. Conversely, the DES model produced larger MREs of $-4.3 \%$. For $b=90 \mathrm{~mm}(P=0.082)$, the LES (both Smagorinsky-Lilly and dynamic Smagorinsky-Lilly) and DES models yielded comparable results for $\xi$ and $C_{D}$ with minor differences. However, the URANS simulation produced values that were $23.6 \%$ higher for $\xi$ and $23.3 \%$ higher for $C_{D}$ compared to the reference case. The results for $b=90 \mathrm{~mm}(P=0.082)$ were then used to validate the method, which gave results similar to the literature values from previous experimental and numerical studies of flow past a circular cylinder at $R e_{b}=3900[64,65,68-72,74,85,89]$. The comparison showed that all $C_{D}$ values were within the literature range of 0.97 to 1.04 , except for the value of 1.265 obtained with the URANS approach. In addition, the $S t$ values for all simulations were within the literature range of 0.203 to 0.218 . Consequently, the results indicate that the reference model with $b=90 \mathrm{~mm}(P=0.082)$ produced comparable values to the literature data for both $C_{D}$ and $S t$, thereby validating the use of the selected reference case values for simulating flow past a cylinder.

Table 6. Results of the comparison of the DES model, the LES Smagorinsky-Lilly and dynamic Smagorinsky-Lilly models, and the URANS approach to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (13), where $b$ is the clear bar spacing, $N_{t}$ is the total number of elements in the domain, and $P$ is the blocking ratio.

| Method | $\begin{gathered} b \\ {[\mathrm{~mm}]} \end{gathered}$ | $P[-]$ | $N_{t}[-]$ | $\xi$ (MRE) [-] | $C_{D}$ (MRE) [-] | St [-] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DES | 10 | 0.444 | 4,312,000 | 1.208 (-4.3\%) | 2.717 (-4.3\%) | 0.298 |
| LES (Dynamic Smagorinsky-Lilly) |  |  |  | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 |
| LES (Smagorinsky-Lilly) |  |  |  | 1.253 (-0.7\%) | 2.819 (-0.7\%) | 0.298 |
| URANS |  |  |  | 1.252 (-0.8\%) | 2.817 (-0.8\%) | 0.296 |
| DES | 90 | 0.082 | 7,369,600 | 0.086 (+0.8\%) | 1.033 (+0.6\%) | 0.216 |
| LES (Dynamic Smagorinsky-Lilly) |  |  |  | 0.085 (Ref.) | 1.026 (Ref.) | 0.212 |
| LES (Smagorinsky-Lilly) |  |  |  | 0.085 (+0.2\%) | 1.028 (+0.2\%) | 0.214 |
| URANS |  |  |  | 0.105 (+23.6\%) | 1.265 (+23.3\%) | 0.212 |

### 3.2. Effect of Clear Bar Spacing or Blocking Ratio

Figure 5 and Table 7 show the effects of varying $b$ or $P$ on $\xi$ and $C_{D}$. Increasing $b$ led to a decrease in $\xi$ (Figure 5a), while increasing $P$ led to an increase in $\xi$ (Figure 5b). Similarly, $C_{D}$ decreased with increasing $b$ or decreasing $P$, but for $b$ values greater than or equal to $80 \mathrm{~mm}(P \leq 0.091), C_{D}$ remained in the range of 0.998 to 1.027. Notably, $C_{D}$ was close to 1.000 for $b=150 \mathrm{~mm}(P=0.051)$ and $b=180 \mathrm{~mm}(P=0.043)$. The $S t$ values in Table 7 show a similar pattern to $C_{D}$, reaching a nearly constant value at high $b$ values or low $P$ values. The results suggest that $C_{D}$ and $S t$ are largely unaffected beyond certain $b$ or $P$ values, while $\xi$ shows a consistent tendency to either increase or decrease. For comparison, Figure 5 and Table 7 show additional $\xi$ values calculated using Equations (1), (2), and (3) proposed by Kirschmer [24], Meusburger [2], and Böttcher et al. [29], respectively. In Equations (1) and (2), $k_{F}$ was defined as 1.79, as proposed by Kirschmer [24] for circular bar shapes. Furthermore, due to the perpendicular inflow conditions, $\alpha$ and $\beta$ were both set to $90^{\circ}$, and $\delta$ was set to $0^{\circ}$. Since the study did not examine rack clogging, $k_{V}$ was set to 1 . The comparison showed minimal variation in $\xi$. Specifically, the $\xi$ values calculated by LES for low $b$ or high $P$ were generally lower than those obtained by the empirical formulas. Conversely, the empirical formulas resulted in lower $\xi$ values for high $b$ or low $P$ values. To quantify the differences, the root mean square relative errors (RMSREs) for $\xi$ were calculated and were $18.5 \%, 39.1 \%$, and $15.3 \%$ using Equation (13) compared to Equations (1), (2), and (3), respectively. In addition to Equation (13), $\xi$ was also calculated based on $C_{D}$ using Equation (14), with the results presented in Table 7. A high degree of agreement was obtained with an RMSRE of $1.3 \%$ using Equations (13) and (14), with the most notable deviations found at relatively high $b$ or low $P$ values.


Figure 5. The drag coefficient $C_{D}$ and the head loss coefficient $\xi$, calculated using Equation (13), as functions of (a) the clear bar spacing $b$ and (b) the blocking ratio $P$, compared to $\xi$, calculated using Equations (1), (2), and (3) proposed by Kirschmer [24], Meusburger [2], and Böttcher et al. [29], respectively.

Table 7. Results of varying the clear bar spacing $b$ or the blocking ratio $P$ to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equations (1), (2), and (3) proposed by Kirschmer [24], Meusburger [2], and Böttcher et al. [29], respectively, and Equations (13) and (14) based on the results of the numerical simulations.

| $\boldsymbol{b}[\mathrm{mm}]$ | $\boldsymbol{P}[-]$ | Equation (1) | Equation (2) | $\boldsymbol{\xi}[-]$ <br> Equation (3) | Equation (13) | Equation (14) | $\boldsymbol{C}_{\boldsymbol{D}}[-]$ | $S t[-]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.444 | 1.329 | 1.281 | 1.347 | 1.262 | 1.262 | 2.840 | 0.296 |
| 20 | 0.286 | 0.528 | 0.453 | 0.547 | 0.474 | 0.474 | 1.659 | 0.244 |
| 30 | 0.211 | 0.307 | 0.246 | 0.323 | 0.266 | 0.266 | 1.262 | 0.240 |
| 40 | 0.167 | 0.209 | 0.160 | 0.222 | 0.191 | 0.191 | 1.149 | 0.230 |
| 50 | 0.138 | 0.155 | 0.115 | 0.166 | 0.150 | 0.150 | 1.084 | 0.226 |
| 60 | 0.118 | 0.122 | 0.087 | 0.131 | 0.127 | 0.126 | 1.068 | 0.224 |
| 70 | 0.103 | 0.099 | 0.069 | 0.107 | 0.109 | 0.108 | 1.051 | 0.216 |
| 80 | 0.091 | 0.083 | 0.057 | 0.090 | 0.095 | 0.093 | 1.027 | 0.216 |
| 90 | 0.082 | 0.071 | 0.047 | 0.077 | 0.085 | 0.084 | 1.026 | 0.212 |
| 100 | 0.074 | 0.062 | 0.041 | 0.067 | 0.077 | 0.075 | 1.018 | 0.214 |
| 110 | 0.068 | 0.054 | 0.035 | 0.060 | 0.071 | 0.069 | 1.021 | 0.212 |
| 120 | 0.063 | 0.048 | 0.031 | 0.053 | 0.065 | 0.064 | 1.025 | 0.212 |
| 150 | 0.051 | 0.036 | 0.022 | 0.040 | 0.052 | 0.051 | 0.998 | 0.212 |
| 180 | 0.043 | 0.028 | 0.017 | 0.031 | 0.044 | 0.043 | 1.005 | 0.212 |

### 3.3. Effect of Flow Velocity

In the previous sections, $U_{1}$ was fixed at $0.5 \mathrm{~m} / \mathrm{s}$, resulting in $R e_{b}=3981$. Here, $U_{1}$ was varied to examine its effect on the results. Figures 6 a and 6 b show the results for $\xi$ and $C_{D}$, respectively. In addition, the results for the case of $b=90 \mathrm{~mm}$ are listed in Table 8, while the results for $b=10,20$, and 30 mm are given in Appendix A. The results show a velocitydependent behavior within the velocity ranges tested. Reducing $U_{1}$ to 0.3 and $0.4 \mathrm{~m} / \mathrm{s}$ for $b=10,20$, and $90 \mathrm{~mm}(P=0.444,0.286$, and 0.082 , respectively) led to a decrease in both $\xi$ and $C_{D}$ compared to $U_{1}=0.5 \mathrm{~m} / \mathrm{s}$, which was not observed for $b=30 \mathrm{~mm}(P=0.211)$. For all $b$ values tested when $U_{1} \geq 0.5 \mathrm{~m} / \mathrm{s}, \xi$ and $C_{D}$ generally increased. For example, doubling $U_{1}$ from 0.5 to $1.0 \mathrm{~m} / \mathrm{s}$ for $b=90 \mathrm{~mm}(P=0.082)$ resulted in a $15.8 \%$ increase in $\xi$ and a $15.7 \%$ increase in $C_{D}$. For comparison, Figure 6a also shows the $\xi$ values calculated using Equation (1) proposed by Kirschmer [24], which does not take flow velocity into account, similar to Equation (2) by Meusburger [2] and (3) by Böttcher et al. [29]. Thus, $\xi$
remained constant as $U_{1}$ was varied. Consistent with Section 3.2, the use of Equation (14) to determine $\xi$ showed excellent agreement with an RMSRE of $0.7 \%$ compared to Equation (13) for all $b$ and $U_{1}$ values tested. In contrast to $\xi$ and $C_{D}$, St mainly decreased or remained nearly constant with increasing $U_{1}$.

| $\bigcirc$ - (This study, $b=10 \mathrm{~mm}$ ) | $\cdots \cdots \xi$ (Eq. (1) by Kirschmer (1926), $b=10 \mathrm{~mm}$ ) | $\checkmark C_{D}$ (This study, $b=10 \mathrm{~mm}$ ) |
| :---: | :---: | :---: |
| - $\xi$ (This study, $b=20 \mathrm{~mm}$ ) | $\cdots \cdots \cdots$ (Eq. (1) by Kirschmer (1926), $b=20 \mathrm{~mm}$ ) | $\triangleright C_{D}$ (This study, $b=20 \mathrm{~mm}$ ) |
| $\triangle$ (This study, $b=30 \mathrm{~mm}$ ) | $\cdots \cdots \cdots$ (Eq. (1) by Kirschmer (1926), $b=30 \mathrm{~mm}$ ) | $\triangle C_{D}$ (This study, $b=30 \mathrm{~mm}$ ) |
| $\nabla-\xi$ (This study, $b=90 \mathrm{~mm}$ ) | $\cdots \nabla \cdots$ (Eq. (1) by Kirschmer (1926), $b=90 \mathrm{~mm}$ ) | $\leadsto C_{D}$ (This study, $b=90 \mathrm{~mm}$ ) |




Figure 6. (a) The drag coefficient $C_{D}$ and (b) the head loss coefficient $\xi$, calculated using Equation (13), as functions of the flow velocity at the inlet $U_{1}$ and the bar Reynolds number $R e_{b}$, compared to $\xi$ calculated using Equation (1) proposed by Kirschmer [24].

Table 8. Results of varying the flow velocity at the inlet $U_{1}$ or the bar Reynolds number $R e_{b}$ for the clear bar spacing $b=90 \mathrm{~mm}$ or the blocking ratio $P=0.082$ to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (1) proposed by Kirschmer [24] and Equations (13) and (14) based on the results of the numerical simulations.

| $\begin{gathered} U_{1} \\ {[\mathrm{~m} / \mathrm{s}]} \end{gathered}$ | $R e_{b}[-]$ | $b$ [mm] | P [-] | Equation (1) | $\xi \text { (MRE) [-] }$ <br> Equation (13) | Equation (14) | $C_{D}$ (MRE) [-] | St [-] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 2,389 | 90 | 0.082 | 0.071 ( $\pm 0.0 \%$ ) | 0.085 (-0.5\%) | 0.083 (-0.6\%) | 1.020 (-0.6\%) | 0.216 |
| 0.4 | 3,185 |  |  | $0.071( \pm 0.0 \%)$ | 0.083 (-2.1\%) | 0.082 (-2.2\%) | 1.003 (-2.2\%) | 0.216 |
| 0.5 | 3,981 |  |  | 0.071 (Ref.) | 0.085 (Ref.) | 0.084 (Ref.) | 1.026 (Ref.) | 0.212 |
| 0.6 | 4,777 |  |  | 0.071 ( $\pm 0.0 \%$ ) | 0.086 (+0.8\%) | 0.084 (+0.8\%) | 1.034 (+0.8\%) | 0.212 |
| 0.7 | 5,573 |  |  | 0.071 ( $\pm 0.0 \%$ ) | 0.089 (+4.4\%) | 0.087 (+4.3\%) | 1.070 (+4.3\%) | 0.210 |
| 0.8 | 6,369 |  |  | $0.071( \pm 0.0 \%)$ | 0.090 (+5.8\%) | 0.089 (+5.7\%) | 1.084 (+5.7\%) | 0.211 |
| 0.9 | 7,166 |  |  | 0.071 ( $\pm 0.0 \%$ ) | 0.092 (+8.6\%) | 0.091 (+8.6\%) | 1.115 (+8.6\%) | 0.208 |
| 1.0 | 7,962 |  |  | $0.071( \pm 0.0 \%)$ | 0.098 (+15.8\%) | 0.097 (+15.7\%) | 1.187 (+15.7\%) | 0.208 |

## 4. Discussion

### 4.1. Interpretation of the Results in Relation to Previous Studies of Flow Past Circular Cylinders

The availability of a considerable amount of previous research on flow past circular cylinders with comparable $R e_{b}$ was a major advantage of the present study. Thus, several settings and model parameters were adopted in this study, including the definition of $L_{x, u s}$ as 10 s (similar to, e.g., [85,91]), $L_{y}$ as $4 s$ (similar to, e.g., [75,100]), $N_{c}$ as $240, N_{r}$ as 64 (both similar to, e.g., [64]), and $N_{y}$ as 80 (similar resolution to, e.g., [89]). In contrast, a value of 100s was used for $L_{x, d s}$, which is significantly higher than in previous studies, because in this study, $\xi$ was calculated based on $p_{1}$ and $p_{2}$ at the inlet and outlet, respectively, using

Equation (13), and to keep $\alpha_{k i n, 2}$ as close to unity as possible. In Section 3.1, independence tests confirmed the suitability of the selected reference case values. Furthermore, a simplified 2D scenario was investigated by defining $N_{y}=1$. The results were comparable to those of Khan et al. [64], as the $C_{D}$ value was overestimated. This is in accordance with the findings of Beaudan and Moin [66] that 3D effects occur at $R e_{b}=3900$, such as pairs of counter-rotating streamwise vortices, which cannot be represented in 2D simulations. In addition, Lu et al. [100] observed both streamwise and spanwise vortices in the wake of the cylinder. It should also be noted that the ANSYS Fluent User's Guide [101] recommends the use of 3D numerical simulations for LES. As shown in Figure 4a and comparable to previous research (e.g., [72,100]), unsteady flow conditions in the wake of the cylinder resulted in time-dependent fluctuations of relevant flow parameters such as $\xi_{f}$ and $C_{D f}$. Therefore, the calculation of time-mean (or time-averaged) values over an appropriate time period is crucial. Interestingly, increased turbulence in the same region has led to the measurement of fluctuating flow parameters downstream of CBTRs in model experiments, as reported by Böttcher et al. [29].

The use of multiple bars or periodic top and bottom boundary conditions produced divergent results compared to the single-bar reference case at low $b$ or high $P$ values, but this effect diminished with increasing $b$ or decreasing $P$. According to Afgan et al. [85], two side-by-side cylinders at $R e_{b}=3000$ and $P \leq 0.500$ behave independently, exhibiting symmetric wake patterns and antiphase vortex shedding. However, the interaction of the Kármán vortex streets in the wake of the cylinders can still affect $C_{D}$ and $S t$ [83]. As $P$ continues to decrease, the results of two side-by-side cylinders tend to approach those of a single cylinder, with no perturbation observed at $P$ values less than 0.200 to 0.250 [84]. The results listed in Table 7 support this trend, although an MRE below the predefined threshold was only achieved for $b \geq 50 \mathrm{~mm}$ or $P \leq 0.138$. Nevertheless, this is strongly related to the threshold definition and other factors such as the definition of $L_{x, d s}$. Significant differences were found when comparing the results of the DES model, the Smagorinsky-Lilly and dynamic Smagorinsky-Lilly LES models, and the URANS approach in Section 3.1.6, especially for $b=90 \mathrm{~mm}(P=0.082)$. Thus, it can be concluded that the URANS approach is not suitable to accurately predict $C_{D}$, while the DES and LES models give comparable results, as stated in Section 1. However, for $b=10 \mathrm{~mm}(P=0.444)$, the $C_{D}$ and $S t$ values calculated using the URANS approach were close to those of the reference case, suggesting that this conclusion may not be valid for low $b$ or high $P$ values and highlighting the need for further research to address this issue.

As shown in Section 3.2, a decrease in $b$ or an increase in $P$ resulted in an increase in $C_{D}$ and St values when $P \geq 0.103$, which is consistent with previous research on flow past confined cylinders [86-88]. Conversely, $C_{D}$ remained relatively constant when $P \leq 0.091$, except for the cases when $b$ was 150 and $180 \mathrm{~mm}(P=0.051$ and 0.043 , respectively), where slightly lower $C_{D}$ values were obtained. This may align with the recommendation of Nguyen et al. [86] that $P$ should be limited to less than 0.05 for confined cylinders with no-slip walls to minimize wall effects on the results. In Section 3.3, a velocity-dependent behavior of $C_{D}$ and $S t$ was shown. Specifically, at lower velocities between 0.3 and $0.5 \mathrm{~m} / \mathrm{s}$, $C_{D}$ remained almost constant, but increased from $0.5 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}=3981$ ) to $1.0 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}=7962$ ) for all $b$ values tested. Similar results have previously been found in this $R e_{b}$ range for flow past a circular cylinder [102,103]. Typically, as $R e_{b}$ continues to increase, $C_{D}$ maintains a relatively constant value of about 1.2 [102] until it reaches the so-called drag crisis at $R e_{b} \approx 200,000$ to 300,000 , where $C_{D}$ drops abruptly [104-106]. In addition, increasing $R e_{b}$ in this study generally led to a decrease in St, which has also been observed in previous studies [107]. This behavior can be attributed to the transition from laminar to turbulent flow, which shifts from the wake region to the point of flow separation at the cylinder surface with increasing $R e_{b}$ [67].

### 4.2. Interpretation of the Results in Relation to Previous Studies for Determining Head Loss Coefficients of Trash Racks

Consistent with previous experimental studies (e.g., $[2,24,29]$ ), the results in Section 3.2 showed a progressive decrease in $\xi$ with increasing $b$ or decreasing $P$. The $\xi$ values obtained from the numerical simulations were generally in good agreement with those obtained using the empirical formulas, with RMSREs ranging from 15.3 \% (with respect to Equation (3)) to $39.1 \%$ (with respect to Equation (2)). For comparison, Albayrak et al. [46] reported a mean prediction error of $16 \%$ when comparing their proposed prediction equation for $\xi$ with the corresponding measurement results. The differences observed in this study can be attributed, on the one hand, to the $P$ values between 0.134 and 0.535 [24], 0.190 and 0.550 [2], and 0.250 and 0.500 (without transversal elements) [29] tested in the studies from which the Equations (1), (2), and (3), respectively, were derived. Accordingly, these empirical formulas were not intended for low $P$ values, such as those between 0.043 and $0.118(b$ between 60 and 180 mm ) examined in this study. Based on the good agreement of the $C_{D}$ and $S t$ results with previous research on flow past a cylinder, as discussed in Section 4.1, this may imply that the numerically obtained $\xi$ values are more accurate for relatively low $P$ ranges. Nevertheless, further research is needed to confirm this. On the other hand, in the experiments with CBTRs by Böttcher et al. [29], flow-induced vibrations of the bars were observed, especially at high $P$ values. Although additional spacers were used, it could not be excluded that $\xi$ was affected [29]. Typically, circular bars are highly susceptible to flow-induced vibrations [108]. However, the rigid and stationary bars used in this study did not allow for any effects of flow-induced vibrations on $\xi$. This may explain why the numerically obtained $\xi$ values at low $b$ or high $P$ values are lower than those obtained using the empirical formulas. Overall, the relative differences in $\xi$ were higher for high $b$ or low $P$ values.

The use of three or five bars in Section 3.1.5 resulted in a decrease in $\xi$ compared to the use of a single bar in the computational domain. While the results appear to be significantly different, with MREs up to $6.0 \%$ for $\xi$, the deviations are in a comparable range to those obtained numerically and using the empirical formulas. For example, for $b=10 \mathrm{~mm}(P=0.444)$ and $n=1$, a deviation of $6.7 \%$ was observed compared to the values obtained using Equation (3). Thus, the use of $n=1$ seems to be appropriate for an initial estimation of $\xi$. However, larger differences were observed when periodic top and bottom boundary conditions were applied, especially for $b=10 \mathrm{~mm}$, which resulted in an MRE of $15.9 \%$ for $\xi$. Increasing $n$ led to further reductions in $\xi$, but only for relatively low $b$ or high $P$ values. The results in Section 3.1.5 indicate a correlation between $n$ and $\xi$ that appears to decrease as $b$ increases or $P$ decreases, which is in line with the behavior of $n$ and $C_{D}$ discussed in Section 4.1. Implementing periodic boundary conditions can generally reduce the influence of the walls on the wake behind the cylinders, but it may not fully account for potential interactions between individual bars compared to using multiple bars. A similar approach was used by Åkerstedt et al. [49], where a single-bar domain with periodic boundary conditions in the symmetry plane between the bars was able to produce comparable $\xi$ values to domains consisting of more than 20 bars. Whether this finding holds true for the approach presented in this study requires further investigation.

Many commonly used empirical formulas for determining $\xi$ do not account for the effect of $U_{1}$ or $R e_{b}$ on the results [33], including Equation (3) by Böttcher et al. [29]. Through experimental studies with CBTRs, Böttcher et al. [29] found that $\xi$ is largely unaffected by $U_{1}$ when $R e_{b} \geq 750$. However, their investigation only covered $R e_{b}$ values between 750 and 3000. In this study, the $R e_{b}$ values tested ranged from 2389 to 7962 . No clear trend for $\xi$ was found for $R e_{b} \leq 3185$ (corresponding to $U_{1} \leq 0.4 \mathrm{~m} / \mathrm{s}$ ), which is in agreement with the results of Böttcher et al. [29]. Conversely, a velocity-dependent behavior was observed for $R e_{b} \geq 3981$ (corresponding to $U_{1} \geq 0.5 \mathrm{~m} / \mathrm{s}$ ), as described in Section 3.3. Specifically, as $U_{1}$ increased from 0.5 to $1.0 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b}$ from 3981 to 7962 ), $\xi$ increased by $15.8 \%$ for $b=90 \mathrm{~mm}(P=0.444)$. As discussed in Section 4.1, these increases are consistent with the velocity-dependent behavior of $C_{D}$ in previous studies of flow past
a circular cylinder. It is important to note that this behavior is not universally applicable to non-circular bar shapes. Bar shapes with sharp edges, such as rectangular, square, or triangular shapes, typically experience flow separation at the fixed sharp edges due to the abrupt change in geometry, making the flow characteristics relatively insensitive to $R e_{b}[107,109,110]$. Circular shapes, on the other hand, exhibit a back-and-forth oscillation of the flow separation point on the cylinder surface [109] and have therefore received more attention in the past $[63,107]$. In terms of head losses, rectangular bar shapes generally give higher $\xi$ values, while rounded edges give considerably lower $\xi$ values [15,24,32,45]. Taking into account previous findings on flow past non-circular cylinders (e.g., [110-112]), future research should include numerical simulations using non-circular bar shapes. This may lead to the development of customized formulas for different bar shapes, similar to Meister et al. [32], who provided two $\xi$ prediction formulas, one for rectangular bar shapes and another for streamlined bar shapes.

The numerical simulations in this study focused on submerged bars, thus ignoring the effect of the free surface on the results. In contrast, most previous experimental studies used open-channel flow conditions (e.g., [24,29]). Meusburger [2] analyzed $\xi$ in both openchannel flow and closed-pipe flow under laboratory conditions and found that the $\xi$ values for both types of flow are comparable, with insignificant deviations within the range of measurement accuracy. In addition, Clark et al. [45] performed experiments in pressurized rectangular conduits and compared the results with $\xi$ values of established empirical formulas developed based on open-channel flow conditions. Their results indicate that the formulas are also applicable to submerged trash racks. Therefore, it can be assumed that the results of this study are also valid for CBTRs in open-channel flow conditions. However, since neither Meusburger [2] nor Clark et al. [45] studied the circular bar shape, future research should investigate CBTRs in open-channel flow conditions, taking into account existing studies on flow past a circular cylinder near a free surface (e.g., [113]).

Although this study was only superficially concerned with flow behavior, the results showed pressure curves in the streamwise direction analogous to those of Clark et al. [45], indicating a constant pressure level upstream and mostly uniform flow conditions far downstream of the rack section. For a more comprehensive understanding of the flow behavior near CBTRs, the extensive literature on flow past cylinders can be a helpful reference, where the flow behavior has been studied in detail (e.g., $[67,69,100]$ ).

### 4.3. Further Limitations and Potential Future Research Topics

Cost-effective numerical analysis of complex problems requires the setting of assumptions and constraints. At the same time, simulations and their results can be significantly affected by various factors such as input data, model parameters, SGS, computational domain, and grid resolution [114]. For instance, the findings of this study suggest that the use of a more sophisticated model than the URANS approach in 3D numerical simulations would be beneficial to the problem at hand. In this context, it is important to note that the numerical simulations for the method comparison in Section 3.1.6 used the same model settings as the reference model in terms of domain, grid, and time issues, without performing additional independence studies. Consequently, there were also no significant differences in computational time between the simulations. Overall, all simulations required a considerable amount of time to complete. The reference case specified in Section 3.1 with $b=10 \mathrm{~mm}(P=0.444)$ took about twelve days, while the simulation with the longest computation time, which also included the largest $N_{t}$ (i.e., the case described in Section 3.1.5 with $b=30 \mathrm{~mm}$ or $P=0.211$ and $n=5$ ), took about 100 days. The computational cost generally increased with increasing $b$ or decreasing $P$, as well as with increasing $U_{1}$. Regarding the variations in $U_{1}$ described in Section 3.3, it is noteworthy that $U_{1}$ has a direct correlation with several numerical parameters, including $y^{+}$, which increased almost linearly with $U_{1}$. As a result, $y^{+}$values of one or even higher were observed for a small number of elements in the computational domains, specifically for $b=10 \mathrm{~mm}(P=0.444)$ at $U_{1} \geq 0.7 \mathrm{~m} / \mathrm{s}, b=20 \mathrm{~mm}(P=0.286)$ at $U_{1} \geq 0.9 \mathrm{~m} / \mathrm{s}$, and $b=30$ and $90 \mathrm{~mm}(P=0.211$ and
0.082 , respectively) at $U_{1}=1.0 \mathrm{~m} / \mathrm{s}$. However, since the number of elements with $y^{+} \geq 1$ was very small, it can be assumed that the effect on the results is negligible. In addition to $U_{1}$, the friction coefficients also affect the $y^{+}$values. Therefore, the friction coefficients for the bars surfaces were kept constant in all simulations by using the default friction value in ANSYS Fluent 19.2 [101].

Previous experimental studies have analyzed the effect of spacers and other support structures on $\xi$ (e.g., [2,115]), which were not considered in the present study. Similarly, this study did not examine the effects of clogging (e.g., $[2,9]$ ) or bottom and top overlays (e.g., $[15,32]$ ), nor did it consider bars with non-perpendicular inflow conditions. Such bars are important for fish guidance racks, which typically consist of bars angled to either the side wall or the ground plane to guide downstream migrating fish to an appropriate bypass $[9,10,13,14,18]$. Furthermore, many empirical equations are based on undisturbed, uniform inflow conditions [116]. However, inflow conditions to trash racks at HPPs are much more complex $[117,118]$ and also depend on the design of the HPP $[2,32]$. This highlights the importance of future studies investigating cylinders angled with respect to the approach flow direction. Previous research, especially on flow past inclined or yawed cylinders (e.g., [119-121]), can serve as a basis. Beyond that, the implementation of rack configurations that deflect the flow, including angled bar racks, louvers [25,46,122], and curved bar racks (CBRs) [30,123], may present challenges in the current approach and will require additional research in the future.

Few experimental studies have investigated scale effects in the context of trash racks, resulting in only anecdotal findings (e.g., $[15,46])$. In general, achieving satisfactory similarity between physical scale models and their real-world counterparts can be challenging [124]. Therefore, scale effects represent another potential area for further research. This includes the effect of $s$ on the results, which in this study was defined as a constant of 8 mm to reduce computational cost and achieve a $R e_{b}$ value close to 3900. According to Kirschmer [24], the effect of $s$ on the results is negligible for bars under frontal inflow conditions if the ratio of $s$ to $b$ remains constant. Thus, the use of 8 mm seems appropriate for this study, but its applicability should be re-evaluated in possible future studies.

### 4.4. Transferability to Applications in Research and Engineering Practice

Besides the limitations described in the previous sections, the presented approach also offers advantages over experimental studies. In physical model tests under openchannel flow conditions, trash racks result in small head losses relative to water depth, in some cases, comparable to the measurement accuracy of the instruments used. Water level fluctuations during high discharges further complicate measurements [29]. Thus, the determination of head losses can be difficult. Conversely, under pressurized pipe flow conditions, piezometers are generally used to measure the pressure differences upstream and downstream of the rack, as performed by Clark et al. [45], thereby determining head losses or $\xi$ in a manner comparable to this study. This also allows the neglect of $U_{2}$ in the calculation of $\xi$, which can have a significant effect on the results in open-channel experiments [33]. However, for the determination of $\xi$ in experimental studies, it is critical to account for continuous losses due to friction and local losses due to spacers or support structures. Lučin et al. [31] stated that experimental studies using open-channel flow conditions tend to overestimate $\xi$ due to shallow water depths compared to the actual geometries at HPPs, resulting in a more pronounced influence of bottom flow resistance on $\xi$. Furthermore, especially in scenarios with considerable lateral flow deflections, the effect of restricted width in physical model tests on $\xi$ is worth investigating. The critical question is whether the use of periodic boundary conditions in numerical simulations provides a more accurate representation of reality than the restricted width in experimental studies.

The combination of physical model tests and numerical simulations can offer notable advantages, including increased availability of hydraulic parameter data and reduced cost and time, compared to relying solely on physical model tests. For instance, Leuch et al. [50] validated their numerical simulations using results from previous experimental
model tests $[30,122]$ and numerically investigated a more streamlined bar shape for a CBR. Similarly, future research can determine $\xi$ values for new or modified bar shapes, such as bars with electrodes attached to the side or front for upgrading existing racks to hybrid barriers [125]. In terms of numerical analysis, this study showed that the implementation of trash racks in 3D numerical models of HPPs is only feasible in a simplified manner due to the requirement of very fine grid discretization and hence significant computational effort when using the LES model. Alternatively, practical solutions involve the use of baffles or porous media with $\xi$ values as input data [118,126-128]. In general, the most appropriate approach depends on the level of detail required for the specific problem.

While authorities in some countries require low $b$ values for physical barriers to improve fish protection, such as several German federal states with $b \leq 20 \mathrm{~mm}$ [129], higher $b$ values may become decisive when hybrid or mechanical barriers are used. However, commonly used empirical formulas for the calculation of $\xi$ are mainly based on a limited number of investigated parameters, as discussed in Section 4.2 for $b$ or $P$. Consequently, the formulas are not universally applicable to all rack configurations. The findings of this study provide a better understanding of $\xi$ for relatively high $b$ values. Nevertheless, further research is needed to propose new prediction formulas for $\xi$ or to adjust existing empirical formulas to account for high $b$ values. Equation (14) provides a simplified approach for determining $\xi$ in cases with high $b$ or low $P$ values, as indicated by the low RMSREs for $\xi$ using Equations (13) and (14) in this study. Considering that $C_{D}$ remains relatively constant in certain $P$ ranges, such as $P \leq 0.091$ for circular bar shapes at $U_{1}=0.5 \mathrm{~m} / \mathrm{s}$, as described in Section $3.2, \xi$ can be estimated by referring to established $C_{D}$ values from the existing literature and using the $P$ value of the corresponding trash rack.

Finally, this study focused on trash racks located upstream of HPPs. However, racks or similar structures are used in various engineering settings, such as wastewater treatment plants and pumping stations [33]. The results of this study may be also applicable to other types of racks. In addition, the results of the independence tests presented in Section 3.1 provide a valuable resource for future studies of flow past (confined) cylinders, particularly when free-slip wall conditions are applied at the top and bottom of the computational domain.

## 5. Conclusions

The present study used 3D numerical simulations to analyze the head loss coefficients $\xi$ of circular bar trash racks (CBTRs), mainly including a single bar with a bar thickness $s$ of 8 mm in the computational domain and applying the Large Eddy Simulation (LES) model. In detail, bars oriented perpendicular to the flow direction were studied under homogeneous inflow conditions. Furthermore, the effects of the clear bar spacing $b$ and the flow velocity at the inlet of the computational domain $U_{1}$ on the results were investigated. The model settings for the simulations were established through an extensive analysis of the available literature on flow past circular cylinders, specifically at a Reynolds bar number $R e_{b}$ of 3900, in addition to preliminary studies. These settings were then validated by systematic independence tests. Based on the results and their interpretation in relation to previous studies of flow past cylinders and experimental studies to determine $\xi$ of trash racks, the following key findings were obtained:

- Well-resolved simulations using the LES model were able to calculate $\xi$ of CBTRs with a degree of accuracy similar to that of the empirical formulas used for comparison. The Detached Eddy Simulation (DES) model, although used only briefly in this study, showed similar potential. In contrast, the unsteady Reynolds-averaged Navier-Stokes (URANS) approach produced divergent results, especially when compared to previous research on flow past unconfined cylinders. Furthermore, the flow parameters analyzed indicate that the problem is primarily 3D in nature. Therefore, future research in this area should be based on 3D numerical simulations rather than 2D models.
- For relatively low blocking ratios $P$, the presented approach accurately calculated $\xi$ of CBTRs, as confirmed by comparison with previous studies on flow past circular
cylinders. Conversely, the empirical formulas of Kirschmer [24], Meusburger [2], and Böttcher et al. [29] tended to underestimate $\xi$ in such cases. The fact that these formulas were not intended to be used when $P<0.134$ may account for these differences. In addition, Equation (14) can be used for a simple calculation of $\xi$ when the drag coefficient $C_{D}$ is known, for example, from previous studies of flow past cylinders, especially for low $P$ values. In this study, $C_{D}$ remained relatively constant for $U_{1}=0.5 \mathrm{~m} / \mathrm{s}$ when $P \leq 0.091$ ( $b \geq 80 \mathrm{~mm}$ ).
- For relatively high $P$ values, especially for $P=0.444(b=10 \mathrm{~mm}), \xi$ was underestimated compared to the empirical formulas used for comparison. The differences can be attributed to the neglect of important effects in the numerical simulations, such as flow-induced vibrations. Furthermore, comparisons with simulations using three and five bars in the domain or periodic boundary conditions at the top and bottom of the domain showed that an acceptable level of independence for high $P$ values could not be achieved with the presented approach.
- While $\xi$ remained relatively constant for $U_{1}$ between 0.3 and $0.5 \mathrm{~m} / \mathrm{s}$, it increased continuously for $U_{1} \geq 0.5 \mathrm{~m} / \mathrm{s}$ (corresponding to $R e_{b} \geq 3981$ ) and all $b$ values tested. This finding is consistent with previous research on flow past circular cylinders in terms of $C_{D}$, but cannot be directly applied to non-circular bar shapes due to the different flow patterns that occur depending on the cross-sectional shape [63,107].
In addition to the limitations of the study, the potential of the presented approach for future research was discussed in detail in Section 4, which may include detailed studies of angled bars or novel bar shapes. Advancements in this approach may help to determine $\xi$ in various applications, thereby enhancing the overall understanding of head losses at trash racks.
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| Abbreviations |  |
| :--- | :--- |
|  |  |
| CBR | Curved bar rack |
| CBTR | Circular bar trash rack |
| CFD | Computational Fluid Dynamics |
| DES | Detached Eddy Simulation |
| DNS | Direct Numerical Simulation |
| FFT | Fast Fourier Transform |
| HPC | High-performance computing |
| HPP | Hydropower plant |
| LES | Large Eddy Simulation |
| MRE | Mean relative error |
| RANS | Reynolds-averaged Navier-Stokes |
| RMSRE | Root mean square relative error |
| SGS | Subgrid-scale |
| SIMPLE | Semi-Implicit Method for Pressure-Linked Equations |
| SST | Shear Stress Transport |
| URANS | Unsteady Reynolds-averaged Navier-Stokes |

## Notations

| A | Area [m²] |
| :---: | :---: |
| $b$ | Clear bar spacing [m] |
| $C_{D}$ | Drag coefficient [-] |
| $C_{L}$ | Lift coefficient [-] |
| $C_{s}$ | Smagorinsky coefficient [-] |
| $F_{D}$ | Drag force on the cylinder [ N$]$ |
| $F_{L}$ | Lift force on the cylinder [ N ] |
| $f_{v}$ | Vortex shedding frequency [1/s] |
| $g$ | Gravitational acceleration $\left[\mathrm{m} / \mathrm{s}^{2}\right]$ |
| $h_{v}$ | Local head loss [m] |
| $k_{F}$ | Bar shape coefficient by Kirschmer [24] [-] |
| $k_{r}$ | Resolved turbulent kinetic energy [ $\mathrm{m}^{2} / \mathrm{s}^{2}$ ] |
| $k_{t}$ | Total turbulent kinetic energy [ $\mathrm{m}^{2} / \mathrm{s}^{2}$ ] |
| $k_{V}$ | Loss factor to account for sectional clogging of the rack [-] |
| $L E S_{\text {IQ }}$ | LES index of quality [-] |
| $L E S_{\text {IQ,avg }}$ | Volume-averaged mean value of LES index of quality [-] |
| $L E S_{\text {IQ,min }}$ | Minimum value of LES index of quality for all evaluated time steps [-] |
| $L_{x}$ | Length of the domain in the streamwise direction [m] |
| $L_{x, d s}$ | Length of the domain downstream of the rack section in the streamwise direction [m] |
| $L_{x, u s}$ | Length of the domain upstream of the rack section in the streamwise direction [m] |
| $L_{y}$ | Length of the domain in the spanwise direction [m] |
| $L_{z}$ | Length of the domain in the vertical direction [m] |
| $n$ | Number of bars in the computational domain [-] |
| $N_{c}$ | Number of elements on the bar circumference [-] |
| $N_{r}$ | Number of elements in the radial direction of the near-field grid [-] |
| $N_{t}$ | Total number of elements in the computational domain [-] |
| $N_{y}$ | Number of elements in the spanwise direction [-] |
| $P$ | Blocking ratio [-] |
| $p$ | Pressure [ $\mathrm{N} / \mathrm{m}^{2}$ ] |
| $p_{1}, p_{2}$ | Pressure at the inlet and outlet of the computational domain, respectively [ $\mathrm{N} / \mathrm{m}^{2}$ ] |
| $q$ | Unit discharge [ $\mathrm{m}^{2} / \mathrm{s}$ ] |
| $R e_{b}$ | Bar Reynolds number [-] |
| $\|S\|$ | Characteristic filtered rate of strain [1/s] |
| $s$ | Bar thickness [m] |
| $S_{i j}$ | Resolved rate of the strain tensor [1/s] |
| St | Strouhal number [-] |
| T | Vortex shedding cycle [s] |
| $t$ | Time [s] |
| $t_{e}$ | Evaluation time [s] |
| $u$ | Flow velocity [m/s] |
| $U_{\text {ref }}$ | Free-stream velocity or the undisturbed flow velocity upstream of the rack [m/s] |
| $U_{1}, U_{2}$ | Flow velocity at the inlet and outlet of the computational domain, respectively [ $\mathrm{m} / \mathrm{s}$ ] |
| $u, v, w$ | Flow velocity components in x -, y - and z -direction, respectively [ $\mathrm{m} / \mathrm{s}$ ] |
| $x, y, z$ | Cartesian coordinates [-] |
| $y^{+}$ | Dimensionless distance from the wall [-] |
| $z_{1}, z_{2}$ | Elevation at the inlet and outlet of the computational domain, respectively [m] |
| $\alpha$ | Rack angle relative to the side wall [ $\left.{ }^{\circ}\right]$ |
| $\alpha_{k i n}$ | Kinetic energy correction factor [-] |
| $\alpha_{k i n, 1}, \alpha_{k i n, 2}$ | Kinetic energy correction factor at the inlet and outlet of the computational domain, respectively [-] |
| $\beta$ | Rack angle relative to the ground plane [ ${ }^{\circ}$ ] |
| $\Delta$ | Grid size defining the subgrid length scale [m] |
| $\Delta t$ | Time step [s] |
| $\delta$ | Horizontal inflow angle to the rack [ ${ }^{\circ}$ ] |
| $\delta_{i j}$ | Kronecker delta symbol [-] |


| $v$ | Kinematic viscosity $\left[\mathrm{m}^{2} / \mathrm{s}\right]$ |
| :--- | :--- |
| $v_{\text {sgs }}$ | Subgrid-scale eddy viscosity $\left[\mathrm{m}^{2} / \mathrm{s}\right]$ |
| $\xi^{g}$ | Head loss coefficient $[-]$ |
| $\xi_{n}$ | Time-averaged normalized head loss coefficient $[-]$ |
| $\rho$ | Fluid density $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ |
| $\tau_{i j}$ | Subgrid-scale (SGS) stress tensor $\left[\mathrm{N} / \mathrm{m}^{2}\right]$ |

## Appendix A

Table A1. Results of varying the flow velocity at the inlet $U_{1}$ or the bar Reynolds number $R e_{b}$ for the clear bar spacings $b=10,20$, and 30 mm or the blocking ratios $P=0.444,0.286$, and 0.211 to determine the drag coefficient $C_{D}$, the Strouhal number $S t$, and the head loss coefficient $\xi$, calculated using Equation (1) proposed by Kirschmer [24] and Equations (13) and (14) based on the results of the numerical simulations.

| $U_{1}[\mathrm{~m} / \mathrm{s}]$ | $\operatorname{Re}_{b}[-]$ | $\begin{gathered} b \\ {[\mathrm{~mm}]} \end{gathered}$ | P [-] | Equation (1) | $\xi$ (MRE) [-] <br> Equation (13) | Equation (14) | $C_{D}$ (MRE) [-] | St [-] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 2389 | 10 | 0.444 | 1.329 ( $\pm 0.0 \%$ ) | 1.225 (-2.9\%) | 1.225 (-3.0\%) | 2.756 (-3.0\%) | 0.306 |
| 0.4 | 3185 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.230 (-2.5\%) | 1.231 (-2.5\%) | 2.769 (-2.5\%) | 0.302 |
| 0.5 | 3981 |  |  | 1.329 (Ref.) | 1.262 (Ref.) | 1.262 (Ref.) | 2.840 (Ref.) | 0.296 |
| 0.6 | 4777 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.277 (+1.2\%) | 1.277 (+1.2\%) | 2.874 (+1.2\%) | 0.290 |
| 0.7 | 5573 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.298 (+2.9\%) | 1.299 (+2.9\%) | 2.922 (+2.9\%) | 0.291 |
| 0.8 | 6369 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.308 (+3.7\%) | 1.308 (+3.7\%) | 2.944 (+3.7\%) | 0.291 |
| 0.9 | 7166 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.309 (+3.7\%) | 1.309 (+3.7\%) | 2.945 (+3.7\%) | 0.292 |
| 1.0 | 7962 |  |  | 1.329 ( $\pm 0.0 \%$ ) | 1.316 (+4.3\%) | 1.316 (+4.3\%) | 2.962 (+4.3\%) | 0.291 |
| 0.3 | 2389 | 20 | 0.286 | 0.528 ( $\pm 0.0 \%$ ) | 0.457 (-3.5\%) | 0.457 (-3.5\%) | 1.601 (-3.5\%) | 0.258 |
| 0.4 | 3185 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.459 (-3.0\%) | 0.460 (-3.1\%) | 1.608 (-3.1\%) | 0.254 |
| 0.5 | 3981 |  |  | 0.528 (Ref.) | 0.474 (Ref.) | 0.474 (Ref.) | 1.659 (Ref.) | 0.244 |
| 0.6 | 4777 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.487 (+2.8\%) | 0.487 (+2.8\%) | 1.706 (+2.8\%) | 0.246 |
| 0.7 | 5573 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.494 (+4.3\%) | 0.494 (+4.3\%) | 1.730 (+4.3\%) | 0.242 |
| 0.8 | 6369 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.516 (+9.0\%) | 0.516 (+9.0\%) | 1.808 (+9.0\%) | 0.235 |
| 0.9 | 7166 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.517 (+9.0\%) | 0.517 (+9.0\%) | 1.808 (+9.0\%) | 0.240 |
| 1.0 | 7962 |  |  | 0.528 ( $\pm 0.0 \%$ ) | 0.523 (+10.3\%) | 0.523 (+10.3\%) | 1.830 (+10.3\%) | 0.236 |
| 0.3 | 2389 | 30 | 0.211 | 0.307 ( $\pm 0.0 \%$ ) | 0.262 (-1.2\%) | 0.262 (-1.2\%) | 1.246 (-1.2\%) | 0.244 |
| 0.4 | 3185 |  |  | 0.307 ( $\pm 0.0 \%$ ) | 0.268 (+1.0\%) | 0.268 (+1.0\%) | 1.274 (+1.0\%) | 0.240 |
| 0.5 | 3981 |  |  | 0.307 (Ref.) | 0.266 (Ref.) | 0.266 (Ref.) | 1.262 (Ref.) | 0.240 |
| 0.6 | 4777 |  |  | $0.307( \pm 0.0 \%)$ | 0.272 (+2.3\%) | 0.272 (+2.3\%) | 1.291 (+2.3\%) | 0.232 |
| 0.7 | 5573 |  |  | $0.307( \pm 0.0 \%)$ | 0.282 (+6.1\%) | 0.282 (+6.1\%) | 1.339 (+6.1\%) | 0.236 |
| 0.8 | 6369 |  |  | 0.307 ( $\pm 0.0 \%$ ) | 0.291 (+9.4\%) | 0.291 (+9.4\%) | 1.381 (+9.4\%) | 0.233 |
| 0.9 | 7166 |  |  | $0.307( \pm 0.0 \%)$ | 0.294 (+10.6\%) | 0.294 (+10.6\%) | 1.396 (+10.6\%) | 0.229 |
| 1.0 | 7962 |  |  | $0.307( \pm 0.0 \%)$ | 0.304 (+14.5\%) | 0.304 (+14.5\%) | 1.445 (+14.5\%) | 0.229 |
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