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Abstract

This paper presented The (P-A-L) Modified Weibull Distribution. We can compute several
properties of this distribution. The maximum likelihood estimators are obtained. Using
simulation study, mean, relative bias, root and scaled mean square error for maximum likelihood
estimators are obtained. And also, Confidence intervals for unknown two parameters are
calculated.
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1 Introduction

Many companies and organizations have too much data and the amount of data available is growing.
One of the ways to turn these data into useful information is to have a statistical model for the
way the data are generated. On the other hand the industrial processes as well as the way the
components of a business interact are getting more and more complicated. For these reasons, no
matter how many distributional models become available there arise the needs for new models.

Several methods have been suggested in the statistical literature to construct new statistical distribu-
tions from existing ones. Among these methods there is the formula suggested by Marshal and Olkin
[1] that became known by their name. There is also the rank transmutation map due to Shaw and
Buckley [2]. Of interest to us here is the (P-A-L) extension suggested by Pappas et al. [3]. Lee et
al. [4] present a good review of some of the most families methods of generating new families of
distributions from existing ones.

In this article, the method known as the (P-A-L) is utilized to create a new family of distributions
from the Modified Weibull distribution of Sarahan and Zaindin [5]. This distribution called The
(P-A-L) Modified Weibull Distribution with four parameters α, β, γ, p where it denotes as PMWD
(α, β, γ, p). We introduce PMWD (α, β, γ, p) in section 2 and present properties this distribution in
section 3. We estimate four parameters for PMWD by the maximum likelihood estimation. Finally,
we analyze real data for PMWD.

2 The (P-A-L) Modified Weibull Distribution

The survival function of the (P-A-L) family is

s(x) =
ln{1− (1− p) s0(x)}

ln p
, x ∈ R+, p ∈ R+ − {0} (2.1)

Where s0 is the survival function of the base distribution and it should be noted that if p → 1, then
s → s0. The probability density function and hazard function take the form

f(x) =
(p− 1) f0(x)

{1− (1− p) s0(x)} ln p
(2.2)

h(x) =
(p− 1) s0(x)h0(x)

{1− (1− p) s0(x)} ln{1− (1− p) s0(x)}
(2.3)

Where f0 and h0 are the probability density function and hazard function of the base distribution.
There are several distributions used by the (P-A-L) family, such as the (P-A-L) extended modified
Weibull studied by Pappas et al. [3], the (P-A-L) extended Weibull distribution introduced by Al-
Zahrani et al. [6] and The (P-A-L) Generalized Exponential Distribution presented by Mahmoud
and Mandouh [7].

Now, we put s0 = [e−αx−βxγ

] is a survival function for the Modified Weibull distribution presented
by Sarahan and Zaindin [5].

By substituting s0 in (2.1), we get

S(x) =
ln(1− (1− p)e−αx−βxγ

)

ln(p)
; x > 0, γ > 0, α, β ≥ 0, p ∈ R+ − {0} (2.4)
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Hence

f(x) =
(p− 1)(α+ βγxγ−1)e−αx−βxγ

(1− (1− p)e−αx−βxγ ) ln(p)
(2.5)

Then the hazard function takes the form

h(x) =
(p− 1)e−αx−βxγ

[α+ βγxγ−1]

[1− (1− p)e−αx−βxγ ] ln(1− (1− p)e−αx−βxγ )
(2.6)

We note that h(x) can be constant, increasing or decreasing depending on the parameter values.
For example, if p → 1, β=1 and γ=1 then h(x)=α+1 is constant, whereas if p → 1 and β=1, then
h(x) = α+ γxγ−1, which is increasing for γ > 1 and decreasing for γ < 1.

Figs. 1 and 2 show different shapes for the probability density function and the hazard function of
The (P-A-L) Modified Weibull Distribution for different values of the parameters α, β, γ and p.

Fig. 1. Probability density function of the PAL Modified Weibull distribution for
different values of the parameters

Fig. 2. Hazard function of the PAL Modified Weibull distribution for different values
of the parameters
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To find the raw moments, we have

E(Xr) =

∫ ∞

0

xrf(x)dx

from equation(2.5), we get

E(Xr) =

∫ ∞

0

xr (p− 1)(α+ βγxγ−1)e−αx−βxγ

(1− (1− p)e−αx−βxγ ) ln(1− (1− p))
dx (2.7)

To calculate the rth raw moments of The (P-A-L) Modified Weibull Distribution, we can use
Numerical integration steps. We can use the Binomial expansion to get the following expression:

E(Xr) =
∞∑

n=0

(−1)n(p− 1)(n+1)

log(1− (1− p))

∞∑
i=0

(−1)i

i!

(n+ 1)iβi

(n+ 1)r+iγ
(2.8)[

Γ(iγ + r + 1)

(n+ 1)αiγ+r
+

βγ

(n+ 1)γαγ+iγ+r
Γ(γ + iγ + k)

]
Let α = 1.1, β = 2, γ = 3, p = 2 and r = 1, one can easily check that equation (2.8) and numerical
integration of (2.7) take the same value, i.e. E(Xr) = 0.53.

3 Random Number Generation and Estimation of the
Parameters

Using the inversion method, one can generate random from The (P-A-L) ModifiedWeibull Distribution
with the following formula

u = F (x) (3.1)

By substituting F(x) in (3.1), we get

u = 1− log(1− (1− p)e−αx−βxγ

)

log(p)
(3.2)

Where u ∈ (0, 1). We take log

βxγ + αx+ log
1− (1− (1− p))(1−u)

−(p− 1)
= 0 (3.3)

The equation (3.3) has no closed form solution in xq so, we have to use numerical technique.

Now, we will study parameter estimation by using maximum likelihood.

3.1 Maximum likelihood estimation

Let x1, x2, x3, ..., xn is a random sample follows The (P-A-L) Modified Weibull Distribution. The
likelihood function is given by

L(x;α, β, γ, p) = Πn
i=1

(p− 1)(α+ βγxγ−1)e−αx−βxγ

(1− (1− p)e−αx−βxγ )log(p)
(3.4)
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The log likelihood is

lnL = n[ln(p− 1)] +

n∑
i=1

ln(α+ βγxγ−1
i ) +

n∑
i=1

(−αxi − βxγ
i )

−n[ln(ln(p))]−
n∑

i=1

ln(1− (1− p)e−αxi−βx
γ
i ) (3.5)

Differentiating (3.5) with respect to α, β, γ and p, we have

∂ lnL

∂α
=

n∑
i=1

1

α+ βγxγ−1
i

−
n∑

i=1

xi + (p− 1)

n∑
i=1

xie
−αxi−βx

γ
i

1− (1− p)e−αxi−βx
γ
i

(3.6)

∂ lnL

∂β
= γ

n∑
i=1

xγ−1
i

α+ βγxγ−1
i

−
n∑

i=1

xγ
i + (p− 1)

n∑
i=1

xγ
i e

−αxi−βx
γ
i

1− (1− p)e−αxi−βx
γ
i

(3.7)

∂ lnL

∂γ
= β

n∑
i=1

xγ−1
i + γ(γ − 1)xγ−2

i

α+ βγxγ−1
i

− βγ

n∑
i=1

xγ−1
i + (p− 1)βγ

n∑
i=1

xγ−1
i e−αxi−βx

γ
i

1 + (p− 1)e−αxi−βx
γ
i

(3.8)

∂ lnL

∂p
=

n

(p− 1)
− n

{1− (1− p)}{ln(1− (1− p))} −
n∑

i=1

e−αxi−βx
γ
i

1− (1− p)e−αxi−βx
γ
i

(3.9)

Equating the derivatives in (3.6), (3.7), (3.8) and (3.9) to zero, then we solve the four nonlinear
equations by numerically, we get the maximum likelihood estimators α̂, β̂, γ̂ and p̂.

Hence

The second derivatives of the log likelihood function are given by

∂2 lnL

∂α2
= −I11 = −Σn

i=1(−
e−2αxi−2βx

γ
i (p− 1)2x2

i

(1 + e−αxi−βx
γ
i (p− 1))2

+
e−αxi−βx

γ
i (p− 1)x2

i

1 + e−αxi−βx
γ
i (p− 1)

)

+Σn
i=1 −

1

(α+ βγxγ−1
i )2

∂2 lnL

∂β2
= −I22 = −Σn

i=1

γ2x−2−2γ
i

(α+ βγx−1+γ
i )2

−−Σn
i=1(−

e−2αxi−2βx
γ
i (p− 1)2x2γ

i

(1 + e−αxi−βx
γ
i (p− 1))2

+
e−αxi−βx

γ
i (p− 1)x2γ

i

1 + e−αxi−βx
γ
i (p− 1)

)

∂2 lnL

∂γ2
= −I33 = Σn

i=1 − β log[xi]
2xγ

i +Σn
i=1[−

(βx−1+γ
i + βγ log[xi]x

−1+γ
i )2

(α+ βγx−1+γ
i )2

+
2β log[xi]x

−1+γ
i + βγ log[xi]

2x−1+γ
i

α+ βγx−1+γ
i

]− Σn
i=1[−

e−αxi−βx
γ
i β(p− 1) log[xi]

2xγ
i

1 + e−αxi−βx
γ
i (p− 1)
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−e−2αxi−2βx
γ
i β2(p− 1)2 log[xi]

2x2γ
i

(1 + e−αxi−βx
γ
i (p− 1))2

+
e−αxi−βx

γ
i β2(p− 1) log[xi]

2x2γ
i

1 + e−αxi−βx
γ
i (p− 1)

]

∂2 lnL

∂p2
= −I44 = − n

(p− 1)2
+

n

(1− (1− p))2 log[1− (1− p)]2
+

n

(1− (1− p))2Log[1− (1− p)]

−Σn
i=1

−e−2αxi−2βx
γ
i

(1 + e−αxi−βx
γ
i (p− 1))2

∂2lnL

∂α∂β
= −I12 = Σn

i=1

−γx−1+γ
i

(α+ βγx−1+γ
i )2

− Σn
i=1(−

e−2αxi−2βx
γ
i (p− 1)2x1+γ

i

(1 + e−αxi−βx
γ
i (p− 1))2

+
eαxi−βx

γ
i (p− 1)x1+γ

i

1 + e−αxi−βx
γ
i (p− 1)

)

∂2lnL

∂α∂γ
= −I13 = Σn

i=1 −
βx−1+γ

i + βγ log[xi]x
−1+γ
i

(α+ βγx−1+γ
i )2

− Σn
i=1[−

e−2αxi−2βx
γ
i β(p− 1)2 log[xi]x

1+γ
i

(1 + e−αxi−βx
γ
i (p− 1))2

+
e−αxi−βx

γ
i β(p− 1) log[xi]x

1+γ
i

1 + e−αxi−βx
γ
i (p− 1)

]

∂2lnL

∂α∂p
= −I14 = −Σn

i=1(
e−2αxi−2βx

γ
i (p− 1)xi

(1 + e−αxi−βx
γ
i (p− 1))2

− e−αxi−βx
γ
i xi

1 + e−αxi−βx
γ
i (p− 1)

)

∂2lnL

∂β∂γ
= −I23 = Σn

i=1 − log[xi]x
γ
i − Σn

i=1[−
−e−αxi−βx

γ
i (p− 1) log[xi]x

γ
i

1 + e−αxi−βx
γ
i (p− 1)

−e−2αxi−2βx
γ
i β(p− 1)2 log[xi]x

2γ
i

(1 + e−αxi−βx
γ
i (p− 1))2

+
−e−αxi−βx

γ
i β(p− 1) log[xi]x

2γ
i

1 + e−αxi−βx
γ
i (p− 1)

] + Σn
i=1[

x−1+γ
i

α+ βγx−1+γ
i

+
γ log[xi]x

−1+γ
i

α+ βγx−1+γ
i

− γx−1+γ
i (βx−1+γ + βγ log[xi]x

−1+γ)

(α+ βγx−1+γ
i )2

]

∂2lnL

∂β∂p
= −I24 = −Σn

i=1(
e−2αxi−2βx

γ
i (p− 1)xγ

i

(1 + e−αxi−βx
γ
i (p− 1))2

− e−αxi−βx
γ
i xγ

i

1 + e−αxi−βx
γ
i (p− 1)

)

∂2lnL

∂γ∂p
= −I34 = −Σn

i=1(
e−2αxi−2βx

γ
i β(p− 1) log[xi]x

γ
i

(1 + e−αxi−βx
γ
i (p− 1))2

− e−αxi−βx
γ
i β log[xi]x

γ
i

1 + e−αxi−βx
γ
i (p− 1)

)

Then the observed information matrix is given by

I =


I11 I12 I13 I14
I21 I22 I23 I24
I31 I32 I33 I34
I41 I42 I43 I44
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So that the variance-covariance matrix may be approximated as

V =


V11 V12 V13 V14

V21 V22 V23 V24

V31 V32 V33 V34

V41 V42 V43 V44

 =


I11 I12 I13 I14
I21 I22 I23 I24
I31 I32 I33 I34
I41 I42 I43 I44


−1

It is known that the asymptotic distribution of the MLE (α̂, β̂, γ̂, p̂) is given by
α̂

β̂
γ̂
p̂

 ∼ N



α
β
γ
p

 ,


V11 V12 V13 V14

V21 V22 V23 V24

V31 V32 V33 V34

V41 V42 V43 V44


 (3.10)

Since V involves the parameters α, β, γ, p, we replace the parameters by the corresponding MLE´ s
in order to obtain an estimate of V, which is denoted by

V̂ =


I11 I12 I13 I14
I21 I22 I23 I24
I31 I32 I33 I34
I41 I42 I43 I44


−1

(3.11)

Where Îij when (α̂, β̂, γ̂, p̂) replaces (α, β, γ, p).
By using (3.10), approximate 100(1−θ)% confidence intervals for α, β, γ, p are determined, respectively,
as

α̂± zθ/2

√
V̂11, β̂ ± zθ/2

√
V̂22, γ̂ ± zθ/2

√
V̂33, p̂± zθ/2

√
V̂44 (3.12)

Where zθ is the upper θ-th percentile of the standard normal distribution.

4 Simulation Study

We used a simulation study to check the performance of the accuracy of point and interval estimates
for Several cases, of which estimates two parameters, estimates three parameters and finally,
estimates four parameters of PMWD(α, β, γ, p) for m=1000, the sample size n are 50, 100, 150, 200,
250, 300 and different parameter values. The following steps were followed to obtain the results:

1. Specify initial values for parameters α, β, γ and p.
2. Specify the sample size n.
3. Generate m times of random sample with size n from PMWD(α, β, γ, p).
4. Obtain the maximum likelihood estimates for α, β, γ, p for different sample sizes.
5. Obtain the mean, bias and relative bias, mean squared error (MSE), root mean squared error
and scaled root mean square error for each estimator for different sample size.
6. Repeat 1:5 for several values of α, β, γ and p.

By the software Mathematica 10 we tried to do simulation and estimate the parameters (γ, p) with
respect to (α, β) are known, The result is shown in Table 1 and we estimate the parameters (β, p)
with respect to (α, γ) are known as shown in Table 2. Similarly, we estimate the parameters (β, γ, p)
with respect to α are known as shown in Table 3. Finally, we estimate the parameters (α, β, γ, p)
as shown in Table 4.

Based on the values we obtained from Simulation study, the results are shown in Tables 1, 2, 3 and
4.
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Table 1. MLE’s and confidence intervals of two parameter (γ and p) in the case of
the (P-A-L) modified Weibull distribution

Table 2. MLE’s and confidence intervals of two parameter (β and p) in the case of
the (P-A-L) modified Weibull distribution
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Table 3. MLE’s and mean square error of three parameters (β, γ and p) in the case
of the (P-A-L) modified Weibull distribution
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Table 4. MLE’s and mean square error of four parameters (α, β, γ and p) in the case
of the (P-A-L) modified Weibull distribution
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5 Application for Real Data

These following data from Murthy et al. [8].

Data Set: Failure Times of 50 Components:

0.036, 0.058, 0.061, 0.074, 0.078, 0.086, 0.102, 0.103, 0.114, 0.116, 0.148, 0.183, 0.192, 0.254, 0.262,
0.379, 0.381, 0.538, 0.570, 0.574, 0.590, 0.618, 0.645, 0.961, 1.228, 1.600, 2.006, 2.054, 2.804, 3.058,
3.076, 3.147, 3.625, 3.704, 3.931, 4.073, 4.393, 4.534, 4.893, 6.274, 6.816, 7.896, 7.904, 8.022, 9.337,
10.94, 11.02, 13.88, 14.73, 15.08

We estimate parameters for The (P-A-L) Modified Weibull Distribution by maximum likelihood
estimation are given by

α̂ = 0.433, β̂ = 8.751× 10−12, γ̂ = 5.336, p̂ = 23.425

Now, we are studying goodness of fit statistics test by Chi-Square, where the following hypothesis is:

H0: the data come from The (P-A-L) Modified Weibull Distribution.
H1: the data does not come from The (P-A-L) Modified Weibull Distribution.

The data were classified in 6 class intervals as shown in Table 5.

Table 5. For goodness of fit test

The calculated statistic value of Chi-square test (66.1919) is less than the tabulated statistic value
(66.3386). Therefore the null hypothesis do not reject that the data came from The (P-A-L)
Modified Weibull Distribution. We use software Mathematica 10 to get the goodness of fit test.

6 Conclusions

In this paper new lifetime distribution is presented which called The (P-A-L) Modified Weibull
Distribution (PMWD). The hazard shape for The (P-A-L) Modified Weibull Distribution has
different types of shapes such as decreasing and increasing hazard function. For example, if p
→ 1, β=1 and γ=1 then h(x)=α+1 is constant, whereas if p → 1 and β=1, then h(x) = α+γxγ−1,
which is increasing for γ > 1 and decreasing for γ < 1. The maximum likelihood estimates of the

12
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parameters and their variance covariance matrix were derived using software Mathematica 10 for
numerically solving equations have no analytical solutions. By results of the simulation study, show
that the bias for any estimator is decreased when the sample size increases also the relative bias
is decreased when the sample size increases. Mean square error (MSE), root mean square error,
relative mean square error decrease when the sample size increases. By application on real data,
we found that the PMWD(α, β, γ, p) fits the data.
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